
mernoffBounds

Recall that the random
variables X andy

are independent if
the events X=candY=j

are indepudnt , that is p(X=iny
=j) = p(X= i)-p(Y=j)

Consider a collection X ,
X

,
-- ,
Xn of independent

0-1 value (indicator) random
variables .

Then with X=E
,

Xi We have

E(x= [E(Xi) = Pi
i= 1

wher Pi = P(Xi=1)

↳ an independent↳unctuFirsannels to can alout
so that X should stay con to ECX)

orgoal : derive bounds
on

p(X > E(x)) and p(X<E(x)

called Chernoft bounds after their

inventor .



B .
42) Let X

, T ,
--

, n
be independent or randon variables

Let X = 5X : and
let p

= ECX)-rhaus PEXCH5P) < (For)"Then

Not: We unc sequenc of transformations

(1) Ft>0 p[X>(H5/N] = p[etY> etCHIN]
tIas e is monotone increasing with y

2) By Markov's inequality
wo have for every non-negative

random variable Y and positive numbe 8

p(y>) =
Y 15p[YU] = ECY)(

Combining (I) and I we set

> et(H]= etlio [etX]
B1 p[X>(It0)p] = pletX i

minus forgotten

So we need to
bound [etx] in Viceo

EletX)= ECet[xi) = E(e+xi) = E(,etx) =IElet)

Here the Last equality follows from
the fact that

X
,
X
-
---X as independent

Recall that Y
,

2 independent => ECY
. 2) = E(Y) · E(2)



E(etXi) = pi .+ (1-p: ) .et = p:
et

+ (1-pi) = It p: (et-1)

so Eletti) < exlet-1) as Itx < 24 whaxI0

and we get

ECetX) =
= (etx:)= elet-1)
L

i=

P
-

ezpilet- 1)

E forgotten t
- 1) [pi

- el
invico

-etEIIN as Pi = E(X)
= N

Inserbus this in P[X>(H51] e-ttitsr. EletY)

we set
↑[x>(1+d)p) = e-

t(H5! elet-1)

This holds for all -30 so takins
t = In (15) we get

- In (10) .+)N (ein(t) , )p
p[x > (

+5)r] = e

-4
- +: +- 1) N

-[]
N

IIt



Similarly one can show

13 .
43 Let X

,
Xn

, ..,
Xn be independent O-1 variables

-X = Ex : and let p
= E(X)

i= 1

Then Fo with 0<<1
we have

p[Xa(1-5)p]>
epoL

Easier formulas to use
e
-

=

p(X) (H0p) -
EN when oc

P(X<(1-d)
= e- Ep when Occ



Example of application of Chernoft
bounds

X =
#heads in a flips of a fair coin

We have seen
that

E(X) = 1 and V(X)=

We want to bound
the probability

that

IX - -12 (c X = Yorx = =)

By chebyshev : #
p[1x -z = 7) =

=

M
=

*
n

By chernott :

p(X - = = z) = P(Xx )
+z)=)

=elt's
=

e

p(X - = = 7) = p(X = (- i) - 2)

11

so p[IX-A)-
meetitech



Chebyshev p[K-E1=] = I

Chernoft p[-E1=] = 2
. e zy

art institae
new calculation :

set =X then = NaturGlun

then by Chernoft
brunc

p[Ix-= anti)=
2 . es--

n

=

so very unlilichs
with derivations large

than from


