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Abstract. This paper provides a systematic study of several proposed
measures for online algorithms in the context of a specific problem,
namely, the two server problem on three colinear points. Even though the
problem is simple, it encapsulates a core challenge in online algorithms
which is to balance greediness and adaptability. We examine Competi-
tive Analysis, the Max/Max Ratio, the Random Order Ratio, Bijective
Analysis and Relative Worst Order Analysis, and determine how these
measures compare the Greedy Algorithm and Lazy Double Coverage,
commonly studied algorithms in the context of server problems. We find
that by the Max/Max Ratio and Bijective Analysis, Greedy is the better
algorithm. Under the other measures, Lazy Double Coverage is better,
though Relative Worst Order Analysis indicates that Greedy is some-
times better. Our results also provide the first proof of optimality of an
algorithm under Relative Worst Order Analysis.

1 Introduction

Since its introduction by Sleator and Tarjan in 1985 [16], Competitive Analy-
sis has been the most widely used method for evaluating online algorithms. A
problem is said to be online if the input to the problem is given a piece at a
time, and the algorithm must commit to parts of the solution over time before
the entire input is revealed to the algorithm. Competitive Analysis evaluates an
online algorithm in comparison to the optimal offline algorithm which receives
the input in its entirety in advance and has unlimited computational power in
determining a solution. Informally speaking, we look at the worst-case input
which maximizes the ratio of the cost of the online algorithm for that input
to the cost of the optimal offline algorithm on that same input. The maximum
ratio achieved is called the Competitive Ratio. Thus, we factor out the inherent
difficulty of a particular input (for which the offline algorithm is penalized along
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with the online algorithm) and measure what is lost in making decisions with
partial information.

Despite the popularity of Competitive Analysis, researchers have been well
aware of its deficiencies and have been seeking better alternatives almost since
the time that it came into wide use. (See [9] for a recent survey.) Many of the
problems with Competitive Analysis stem from the fact that it is a worst case
measure and fails to examine the performance of algorithms on instances that
would be expected in a particular application. It has also been observed that
Competitive Analysis sometimes fails to distinguish between algorithms which
have very different performance in practice and intuitively differ in quality.

Over the years, researchers have devised alternatives to Competitive Analy-
sis, each designed to address one or all of its shortcomings. There are exceptions,
but it is fair to say that many alternatives are application-specific, and very of-
ten, these papers only present a direct comparison between a new measure and
Competitive Analysis.

This paper is a study of several generally-applicable alternative measures
for evaluating online algorithms that have been suggested in the literature. We
perform this comparison in the context of a particular problem: the 2-server
problem on the line with three possible request points, nick-named here the baby
server problem. Investigating simple k-servers problems to shed light on new
ideas has also been done in [2], for instance.

We concentrate on two algorithms (Greedy and Lazy Double Coverage

(Ldc) [8]) and four different analysis techniques (measures): Bijective Analysis,
the Max/Max Ratio, Random Order Ratio and Relative Worst Order Analysis.

In investigating the baby server problem, we find that according to some
quality measures for online algorithms, Greedy is better than Ldc, whereas for
others, Ldc is better than Greedy.

The ones that conclude that Ldc is best are focused on a worst-case sequence
for the ratio of an algorithm’s cost compared to Opt. In the case of Greedy and
Ldc, this conclusion makes use of the fact that there exists a family of sequences
for which Greedy’s cost is unboundedly larger than the cost of Opt, whereas
Ldc’s cost is always at most a factor two larger than the cost of Opt.

On the other hand, the measures that conclude that Greedy is best compare
two algorithms based on the multiset of costs stemming from the set of all
sequences of a fixed length. In the case of Greedy and Ldc, this makes use of
the fact that for any fixed n, both the maximum as well as the average cost of
Ldc over all sequences of length n are greater than the corresponding values for
Greedy.

Using Relative Worst Order Analysis a more nuanced result is obtained,
concluding that Ldc can be a factor at most two worse than Greedy, while
Greedy can be unboundedly worse than Ldc.

All omitted proofs may be found in the full version of the paper [7].



Performance Measures for Online Algorithms 3

2 Preliminaries

2.1 The Server Problem

Server problems [4] have been the objects of many studies. In its full generality,
one assumes that some number k of servers are available in some metric space.
Then a sequence of requests must be treated. A request is simply a point in
the metric space, and a k-server algorithm must move servers in response to the
request to ensure that at least one server is placed on the request point. A cost
is associated with any move of a server (this is usually the distance moved in
the given metric space), and the objective is to minimize total cost. The initial
configuration (location of servers) may or may not be a part of the problem
formulation.

In investigating the strengths and weaknesses of the various measures for the
quality of online algorithms, we define the simplest possible nontrivial server
problem:

Definition 1. The baby server problem is a 2-server problem on the line with
three possible request points A, B, and C, in that order from left to right, with
distance one between A and B and distance d > 1 between B and C. The cost
of moving a server is defined to be the distance it is moved. We assume that
initially the two servers are placed on A and C.

All results in the paper pertain to this problem. Even though the problem is
simple, it contains a core k-server problem of balancing greediness and adapt-
ability, and this simple set-up is sufficient to show the non-competitiveness of
Greedy with respect to Competitive Analysis [4].

2.2 Server Algorithms

First, we define some relevant properties of server algorithms:

Definition 2. A server algorithm is called

– noncrossing if servers never change their relative position on the line.
– lazy [15] if it never moves more than one server in response to a request and

it does not move any servers if the requested point is already occupied by a
server.

A server algorithm fulfilling both these properties is called compliant.

Given an algorithm, A, we define the algorithm lazy A, LA, as follows: LA

will maintain a virtual set of servers and their locations as well as the real set of
servers in the metric space. There is a one-to-one correspondence between real
servers and virtual servers. The virtual set will simulate the behavior of A. The
initial server positions of the virtual and real servers are the same. Whenever
a virtual server reaches a request point, the corresponding real server is also
moved to that point (unless both virtual servers reach the point simultaneously,
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in which case only the physically closest is moved there). Otherwise the real
servers do not move.

In [8], it was observed that for any 2-server algorithm, there exists a non-
crossing algorithm with the same cost on all sequences. In [15], it was observed
that for an algorithm A and its lazy version LA, for any sequence I of requests,
A(I) ≥ LA(I) (we refer to this as the laziness obervation). Note that the lazi-
ness observation applies to the general k-server problem in metric spaces, so
the results which depend on it can also be generalized beyond the baby server
problem.

We define a number of algorithms by defining their behavior on the next re-
quest point, p. For all algorithms, no moves are made if a server already occupies
the request point (though internal state changes are sometimes made in such a
situation).

Greedy moves the closest server to p. Note that due to the problem formu-
lation, ties cannot occur (and the server on C is never moved).

If p is in between the two servers, Double Coverage (Dc), moves both servers
at the same speed in the direction of p until at least one server reaches the point.
If p is on the same side of both servers, the nearest server moves to p.

We define a-Dc to work in the same way as Dc, except that the right-most
server moves at a speed a ≤ d times faster than the left-most server.

We refer to the lazy version of Dc as Ldc and the lazy version of a-Dc as
a-Ldc.

The balance algorithm [15], Bal, makes its decisions based on the total
distance travelled by each server. For each server, s, let ds denote the total
distance travelled by s from the initiation of the algorithm up to the current
point in time. On a request, Bal moves a server, aiming to obtain the smallest
possible maxs ds value after the move. In case of a tie, Bal moves the server
which must move the furthest.

If p is in between the two servers, Dummy moves the server that is furthest
away to the request point. If p is on the same side of both servers, the nearest
server moves to p. Again, due to the problem formulation, ties cannot occur (and
the server on A is never moved).

2.3 Quality Measures

In analyzing algorithms for the baby server problem, we consider input sequences
I of request points. An algorithm A, which treats such a sequence has some cost,
which is the total distance moved by the two servers. This cost is denoted by
A(I). Since I is of finite length, it is clear that there exists an offline algorithm
with minimal cost. By Opt, we refer to such an algorithm and Opt(I) denotes
the unique minimal cost of processing I.

All of the measures described below can lead to a conclusion as to which
algorithm of two is better. In contrast to the others, Bijective Analysis does not
indicate how much better the one algorithm might be; it does not produce a
ratio, as the others do.
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Competitive Analysis: In Competitive Analysis [11, 16, 12], we define an al-
gorithm A to be c-competitive if there exists a constant α such that for all input
sequences I, A(I) ≤ cOpt(I) + α.

The Max/Max Ratio: The Max/Max Ratio [3] compares an algorithm’s worst
cost for any sequence of length n to Opt’s worst cost for any sequence of length n.
The Max/Max Ratio of an algorithm A, wM (A), is M(A)/M(Opt), where

M(A) = lim sup
t→∞

max
|I|=t

A(I)/t.

The Random Order Ratio: Kenyon [13] defines the Random Order Ratio to
be the worst ratio obtained over all sequences, comparing the expected value of
an algorithm, A, with respect to a uniform distribution of all permutations of a
given sequence, to the value of Opt of the given sequence:

lim sup
Opt(I)→∞

Eσ [A(σ(I))]

Opt(I)

The original context for this definition is Bin Packing for which the optimal
packing is the same, regardless of the order in which the items are presented.
Therefore, it does not make sense to take an average over all permutations for
Opt. For server problems, however, the order of requests in the sequence may
very well change the cost of Opt. We choose to generalize the Random Order
Ratio as shown to the left, but for the results presented here, the definition to
the right would give the same:

lim sup
Opt(I)→∞

Eσ [A(σ(I))]

Eσ [Opt(σ(I))]
lim sup

Opt(I)→∞

Eσ

[

A(σ(I))

Opt(σ(I))

]

Bijective Analysis and Average Analysis: In [1], Bijective and Average
Analysis are defined, as methods of comparing two online algorithms directly.
We adapt those definitions to the notation used here. As with the Max/Max
Ratio and Relative Worst Order Analysis, the two algorithms are not necessarily
compared on the same sequence.

In Bijective Analysis, the sequences of a given length are mapped, using a
bijection onto the same set of sequences. The performance of the first algorithm
on a sequence, I, is compared to the performance of the second algorithm on the
sequence I is mapped to. If In denotes the set of all input sequences of length
n, then an online algorithm A is no worse than an online algorithm B according
to Bijective Analysis if there exists an integer n0 ≥ 1 such that for each n ≥ n0,
there is a bijection f : In → In satisfying A(I) ≤ B(f(I)) for each I ∈ In.

Average Analysis can be viewed as a relaxation of Bijective Analysis. An
online algorithm A is no worse than an online algorithm B according to Average
Analysis if there exists an integer n0 ≥ 1 such that for each n ≥ n0, ΣI∈In

A(I) ≤
ΣI∈In

B(I).
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Relative Worst Order Analysis: Relative Worst Order Analysis was intro-
duced in [5] and extended in [6]. It compares two online algorithms directly. As
with the Max/Max Ratio, it compares two algorithms on their worst sequence in
the same part of a partition. The partition is based on the Random Order Ratio,
so that the algorithms are compared on sequences having the same content, but
possibly in different orders.

Definition 3. Let I be any input sequence, and let n be the length of I. If σ is
a permutation on n elements, then σ(I) denotes I permuted by σ. Let A be any
algorithm. Then, A(I) is the cost of running A on I, and

AW(I) = max
σ

A(σ(I)).

Definition 4. For any pair of algorithms A and B, we define

cl(A, B) = sup {c | ∃b : ∀I : AW(I) ≥ c BW(I) − b} and

cu(A, B) = inf {c | ∃b : ∀I : AW(I) ≤ c BW(I) + b} .

If cl(A, B) ≥ 1 or cu(A, B) ≤ 1, the algorithms are said to be comparable and
the Relative Worst-Order Ratio WRA,B of algorithm A to algorithm B is defined.
Otherwise, WRA,B is undefined.

If cl(A, B) ≥ 1, then WRA,B = cu(A, B), and

if cu(A, B) ≤ 1, then WRA,B = cl(A, B) .

If WRA,B < 1, algorithms A and B are said to be comparable in A’s favor.
Similarly, if WRA,B > 1, the algorithms are said to be comparable in B’s favor.

Definition 5. Let cu be defined as in Definition 4. If at least one of the ratios
cu(A, B) and cu(B, A) is finite, the algorithms A and B are (cu(A, B), cu(B, A))-
related.

Definition 6. Let cu(A, B) be defined as in Definition 4. Algorithms A and B

are weakly comparable in A’s favor, 1) if A and B are comparable in A’s favor,
2) if cu(A, B) is finite and cu(B, A) is infinite, or 3) if cu(A, B) ∈ o(cu(B, A)).

3 Competitive Analysis

The k-server problem has been studied using Competitive Analysis starting
in [14]. In [8], it is shown that the competitive ratios of Dc and Ldc are k,
which is optimal, and that Greedy is not competitive.

4 The Max/Max Ratio

In [3], a concrete example is given with two servers and three non-colinear points.
It is observed that the Max/Max Ratio favors the greedy algorithm over the
balance algorithm, Bal.
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Bal behaves similarly to Ldc and identically on Ldc’s worst case sequences.
The following theorem shows that the same conclusion is reached when the three
points are on the line.

Theorem 1. Greedy is better than Ldc on the baby server problem with re-
spect to the Max/Max Ratio.

It follows from the proof of this theorem that Greedy is close to optimal
with respect to the Max/Max Ratio, since the cost of Greedy divided by the
cost of Opt tends toward one for large d.

Since Ldc and Dc perform identically on their worst sequences of any given
length, they also have the same Max/Max Ratio.

5 The Random Order Ratio

The Random Order Ratio correctly distinguishes between Dc and Ldc, indicat-
ing that the latter is the better algorithm.

Theorem 2. Ldc is better than Dc according to the Random Order Ratio.

Proof. For any sequence I, Eσ[Dc(σ(I))] ≥ Eσ[Ldc(σ(I))], by the laziness ob-
servation. Let I = (ABC)n. Whenever the subsequence CABC occurs in σ(I),
Dc moves a server from C towards B and back again, while moving the other
server from A to B. In contrast, Ldc lets the server on C stay there, and has
cost 2 less than Dc. The expected number of occurrences of CABC in σ(I) is
cn for some constant c. The expected costs of both Opt and Ldc on σ(I) are
bounded above and below by some other constants times n. Thus, Ldc’s random
order ratio will be less than Dc’s.

Theorem 3. Ldc is better than Greedy on the baby server problem with re-
gards to the Random Order Ratio.

Proof. The Random Order Ratio is the worst ratio obtained over all sequences,
comparing the expected value of an algorithm over all permutations of a given
sequence to the expected value of Opt over all permutations of the given se-
quence.

Since the competitive ratio of Ldc is two, on any given sequence, Ldc’s cost
is bounded by two times the cost of Opt on that sequence, plus an additive
constant. Thus, the Random Order Ratio is also at most two.

Consider all permutations of the sequence (BA)
n

2 . We consider positions from
1 through n in these sequences. Refer to a maximal consecutive subsequence
consisting entirely of either As or Bs as a run.

Given a sequence containing h As and t Bs, the expected number of runs
is 1 + 2ht

h+t
. (A problem in [10] gives that the expected number of runs of As is

h(t+1)
h+t

, so the expected number of runs of Bs is t(h+1)
h+t

. Adding these gives the
result.) Thus, with h = t = n

2 , we get n
2 + 1 expected number of runs.
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The cost of Greedy is equal to the number of runs if the first run is a run
of Bs. Otherwise, the cost is one smaller. Thus, Greedy’s expected cost on a
permutation of s is n

2 + 1
2 .

The cost of Opt for any permutation of s is d, since it simply moves the
server from C to B on the first request to B and has no other cost after that.

Thus, the Random Order Ratio is n+1
2d

, which, as n tends to infinity, is
unbounded.

6 Bijective Analysis

Bijective analysis correctly distinguishes between Dc and Ldc, indicating that
the latter is the better algorithm. This follows from the following general theorem
about lazy algorithms, and the fact that there are some sequences where one of
Dc’s servers repeatedly moves from C towards B, but moves back to C before
ever reaching B, while Ldc’s server stays on C.

Theorem 4. The lazy version of any algorithm for the baby server problem is
at least as good as the original algorithm according to Bijective Analysis.

Theorem 5. Greedy is at least as good as any other lazy algorithm Lazy

(including Ldc) for the baby server problem according to Bijective Analysis.

Proof. Since Greedy has cost zero for the sequences consisting of only the point
A or only the point C and cost one for the point B, it is easy to define a bijection
f for sequences of length one, such that Greedy(I) ≤ Lazy(f(I)). Suppose that
for all sequences of length k that we have a bijection, f , from Greedy’s sequences
to Lazy’s sequences, such that for each sequence I of length k, Greedy(I) ≤
Lazy(f(I)). To extend this to length k +1, consider the three sequences formed
from a sequence I of length k by adding one of the three requests A, B, or C
to the end of I, and the three sequences formed from f(I) by adding each of
these points to the end of f(I). At the end of sequence I, Greedy has its two
servers on different points, so two of these new sequences have the same cost
for Greedy as on I and one has cost exactly 1 more. Similarly, Lazy has its
two servers on different points at the end of f(I), so two of these new sequences
have the same cost for Lazy as on f(I) and one has cost either 1 or d more.
This immediately defines a bijection f ′ for sequences of length k + 1 where
Greedy(I) ≤ Lazy(f ′(I)) for all I of length k + 1.

If an algorithm is better than another algorithm with regards to Bijective
Analysis, then it is also better with regards to Average Analysis [1].

Corollary 1. Greedy is the unique optimal algorithm with regards to Bijective
and Average Analysis.

Proof. Note that the proof of Theorem 5 shows that Greedy is strictly better
than any lazy algorithm which ever moves the server away from C, so it is
better than any other lazy algorithm with regards to Bijective Analysis. By
Theorem 4, it is better than any algorithm. By the observation above, it also
holds for Average Analysis.
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Theorem 6. Dummy is the unique worst algorithm among compliant server
algorithms for the baby server problem according to Bijective Analysis.

Lemma 1. If a ≤ b, then there exists a bijection σn : {A,B,C}n → {A,B,C}n

such that a-Ldc(I) ≤ b-Ldc(σn(I)) for all sequences I ∈ {A,B,C}n.

Theorem 7. According to Bijective Analysis and Average Analysis, slower vari-
ants of Ldc are better than faster variants for the baby server problem.

Proof. Follows immediately from Lemma 1 and the definition of the measures.

Thus, the closer a variant of Ldc is to Greedy, the better Bijective and
Average Analysis predict that it is.

7 Relative Worst Order Analysis

Similarly to the random order ratio and bijective analysis, relative worst order
analysis correctly distinguishes between Dc and Ldc, indicating that the latter
is the better algorithm. This follows from the following general theorem about
lazy algorithms, and the fact that there are some sequences where one of Dc’s
servers repeatedly moves from C towards B, but moves back to C before ever
reaching B, while Ldc’s server stays on C. If d is just marginally larger than
some integer, even on Ldc’s worst ordering of this sequence, it does better than
Dc.

Let IA denote a worst ordering of the sequence I for the algorithm A.

Theorem 8. The lazy version of any algorithm for the baby server problem is
at least as good as the original algorithm according to Relative Worst Order
Analysis.

Theorem 9. Greedy and Ldc are (∞, 2)-related and are thus weakly compa-
rable in Ldc’s favor for the baby server problem according to Relative Worst
Order Analysis.

Proof. First we show that cu(Greedy,Ldc) is unbounded. Consider the se-
quence (BA)

n

2 . As n tends to infinity, Greedy’s cost is unbounded, whereas
Ldc’s cost is at most 3d for any permutation.

Next we turn to cu(Ldc,Greedy). Since the competitive ratio of Ldc is 2,
for any sequence I and some constant b, Ldc(ILdc) ≤ 2Greedy(ILdc) + b ≤
2Greedy(IGreedy) + b. Thus, cu(Ldc,Greedy) ≤ 2.

For the lower bound of 2, consider a family of sequences Ip = (BABA...BC)p,
where the length of the alternating A/B-sequence before the C is 2 ⌊d⌋ + 1.

Ldc(Ip) = p(2 ⌊d⌋ + 2d).
A worst ordering for Greedy alternates As and Bs. Since there is no cost

for the Cs and the A/B sequences start and end with Bs, Greedy(σ(Ip)) ≤
p(2 ⌊d⌋) + 1 for any permutation σ.

Then, cu(Ldc,Greedy) ≥ p(2⌊d⌋+2d)
p(2⌊d⌋)+1 ≥ p(4d)

p(2d)+1 . As p goes to infinity, this

approaches 2.
Thus, Greedy and Ldc are weakly comparable in Ldc’s favor.
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Recalling the definition of a-Ldc, a request for B is served by the right-most
server if it is within a virtual distance of no more than a from B. Thus, when
the left-most server moves and its virtual move is over a distance of l, then
the right-most server virtually moves a distance al. When the right-most server
moves and its virtual move is over a distance of al, then the left-most server
virtually moves a distance of l.

In the results that follow, we frequently look at the worst ordering of an
arbitrary sequence.

Definition 7. The canonical worst ordering of a sequence, I, for an algorithm
A is the sequence produced by allowing the cruel adversary (the one which always
lets the next request be the unique point where A does not currently have a server)
to choose requests from the multiset defined from I. This process continues until
there are no requests remaining in the multiset for the point where A does not
have a server. The remaining points from the multiset are concatenated to the
end of this new request sequence in any order.

The canonical worst ordering of a sequence for a-Ldc is as follows:

Proposition 1. Consider an arbitrary sequence I containing nA As, nB Bs,
and nC Cs. A canonical worst ordering of I for a-Ldc is Ia = (BABA...BC)paX,
where the length of the alternating A/B-sequence before the C is 2

⌊

d
a

⌋

+1. Here,
X is a possibly empty sequence. The first part of X is an alternating sequence
of As and Bs, starting with a B, until there are not both As and Bs left. Then
we continue with all remaining As or Bs, followed by all remaining Cs. Finally,

pa = min

{⌊

nA
⌊

d
a

⌋

⌋

,

⌊

nB
⌊

d
a

⌋

+ 1

⌋

, nC

}

.

Theorem 10. If a ≤ b, then a-Ldc and b-Ldc are (
⌊ d

a⌋+d

⌊ d

b ⌋+d
,

(⌊ d

b ⌋+d)⌊ d

a⌋
(⌊ d

a⌋+d)⌊ d

b ⌋
)-related

for the baby server problem according to Relative Worst Order Analysis.

We provide strong indication that Ldc is better than b-Ldc for b 6= 1. If
b > 1, this is always the case, whereas if b < 1, it holds in many cases, including
all integer values of d.

Theorem 11. Consider the baby server problem evaluated according to Relative
Worst Order Analysis. For b > 1, if Ldc and b-Ldc behave differently, then they
are (r, rb)-related, where 1 < r < rb. If a < 1, a-Ldc and Ldc behave differently,
and d is a positive integer, then they are (ra, r)-related, where 1 < ra < r.

The algorithms a-Ldc and 1
a
-Ldc are in some sense of equal quality:

Corollary 2. When d
a

and d
b

are integers, then a-Ldc and b-Ldc are (b, b)-
related when b = 1

a
.

We now set out to prove that Ldc is an optimal algorithm in the following
sense: there is no other algorithm A such that Ldc and A are comparable and
A is strictly better or such that Ldc and A are weakly comparable in A’s favor.
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Theorem 12. Ldc is optimal for the baby server problem according to Relative
Worst Order Analysis.

Similar proofs show that a-Ldc and Bal are also optimal algorithms.
In the definitions of Ldc and Bal given in Sect. 2, different decisions are

made as to which server to use in cases of ties. In Ldc the server which is
physically closer is moved in the case of a tie (equal virtual distances from the
point requested). The rationale behind this is that the server which would have
the least cost is moved. In Bal the server which is further away is moved to the
point. The rationale behind this is that, since d > 1, when there is a tie, the
total cost for the closer server is already significantly higher than the total cost
for the other, so moving the server which is further away evens out how much
total cost they have, at least temporarily. With these tie-breaking decisions, the
two algorithms behave very similarly when d is an integer.

Theorem 13. Ldc and Bal are not comparable on the baby server problem
with respect to Relative Worst Order Analysis, except when d is an integer, in
which case they are equivalent.

8 Concluding Remarks

The purpose of quality measures is to give information for use in practice, to
choose the best algorithm for a particular application. What properties should
such quality measures have?

First, it may be desirable that if one algorithm does at least as well as another
on every sequence, then the measure decides in favor of the better algorithm.
This is especially desirable if the better algorithm does significantly better on
important sequences. Bijective Analysis, Relative Worst Order Analysis, and
the Random Order Ratio have this property, but Competitive Analysis and
the Max/Max Ratio do not. This was seen in the lazy vs. non-lazy version of
Double Coverage for the baby server problem (and the more general metric k-
server problem). Similar results have been presented previously for the paging
problem—LRU vs. FWF and look-ahead vs. no look-ahead. See [6] for these
results under Relative Worst Order Analysis and [1] for Bijective Analysis.

Secondly, it may be desirable that, if one algorithm does unboundedly worse
than another on some important families of sequences, the quality measure re-
flects this. For the baby server problem, Greedy is unboundedly worse than
Ldc on all families of sequences which consist mainly of alternating requests to
the closest two points. This is reflected in Competitive Analysis, the Random
Order Ratio, and Relative Worst Order Analysis, but not by the Max/Max Ra-
tio or Bijective Analysis. Similarly, according to Bijective Analysis, LIFO and
LRU are equivalent for paging, but LRU is often significantly better than LIFO,
which keeps the first k − 1 pages it sees in cache forever. In both of these cases,
Relative Worst Order Analysis says that the algorithms are weakly comparable
in favor of the “better” algorithm.
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Another desirable property would be ease of computation for many different
problems, as with Competitive Analysis and Relative Worst Order Analysis. It
is not clear that the other measures have this property.
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