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Task 1 Network Flows (points: 7)

A set of work centers performs operations of various type on a set of mechanical pieces.
Each operation {1, 2, 3, 4} can be performed on a subset of the work centers {A,B,C}.
The requirement for each type of operation is expressed in minutes:

operation center minutes

1 A,B 50
2 A,C 20
3 A,B,C 10
4 B 70

In the next working shift the working centers A, B and C will be available for 30, 80 and 40
minutes, respectively. The problem consists in determining whether it is possible to finish
all operations in the next shift. Formulate the problem in terms of network flows.

Solution

The problem can be modelled as a transportation problem.

1

2

3

4

A

B

C

30

80

40

50

20

10

70

The network can be transformed in an st-network introducing source and target and the
problem solved as a max flow problem in the new network. If the flow saturates the arcs
going out from s then the it is possible to finish all operations in the next shift.
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Task 2 Branch and bound (points: 5, 4, 4)

Consider the Integer Linear Programming problem P0: z = max{cx : Ax ≤ b, x integer}
solved by a Branch & Bound algorithm.
In Figure 1 it is represented a situation during the run of the algorithm (the symbol @
indicates an infeasible problem).

+∞
56

73
56

72
60P3 @ P4

P1 70
58

69
61 P5 P6

P2

P0

Figure 1:

Subtask 2.a

Give the tightest possible lower and upper bounds on the optimal value z.

Solution Whenever a problem is branched into k = 1, . . . , K children we have that z =

maxk z
k is an upper bound on z; z = maxk z

k is a lower bound on z
Hence the optimal solution is within [72; 61].

Subtask 2.b

For which values of upper bound and lower bound at node P6 is it possible to prune the
tree below that node?

Solution Pruning can occur by infeasibility or by optimality or by bounding. By optimality

we prune if zP6 = zP6 ∈ [70; 58] By bounding we prune if zP6 ≤ z, that is, if zP6 ≤ 61.

Subtask 2.c

If any, for which values of upper bound and lower bound at node P6 is it possible to
indicate the optimal solution and close all nodes of the tree?

Solution Since nodes P3 and P5 are open, to close all nodes we must find the optimal

solution in P6. But in P6 the optimal solution can be at most zP6 = zP6 ≤ 70. Since
z = 72 then it is not possible to prune all nodes, hence there are no values for the bounds
in P6 that would satisfy the requirement.
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Task 3 Simplex (points: 4, 5, 10, 5)

Consider the following LP problem:

(P ) max z = x1 + 5x2
s.t. −x1 + 3x2 ≤ 6

4x1 + 4x2 ≥ 5
0 ≤ x1 ≤ 2

x2 ≥ 0

(x1, y1)

(x2, y2)

(x3, y3)

(x4, y4)

x1

x2

(Note: the following subtasks can be carried out independently; use fractional mode for
numerical calculations; in the online version you find the problem in ASCII format).1

Subtask 3.a

The polyhedron representing the feasibility region is depicted in the figure. Indicate for
each of the four points represented whether they are feasible and/or basic solutions. Justify
your answer.

Solution

• Point 1 is a feasible solution but not basic (no constraint is active in that point).

• Point 2 is a feasible solution but not basic (only one constraint is active while two
are needed)

• Point 3 is a basic feasible solution

• Point 4 is a basic solution (combination of two active constraints) but non feasible.

Subtask 3.b

Write the initial tableau or dictionary for the simplex method. Write the corresponding
basic solution and its value. State whether the solution is feasible or not and whether it is
optimal or not.

1Update 26.06.2014: In the figure a point (xi, yi) should be intended as (xi
1, x

i
2).
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Solution

z = max x1 + 5x2
s.t. −x1 + 3x2 ≤ 6

−4x1 − 4x2 ≤ −5
x1 ≤ 2
x1 ≥ 0
x2 ≥ 0

|-----+----+----+----+----+----+----+----|

| | x1 | x2 | x3 | x4 | x5 | -z | b |

|-----+----+----+----+----+----+----+----|

| I | -1 | 3 | 1 | 0 | 0 | 0 | 6 |

| II | -4 | -4 | 0 | 1 | 0 | 0 | -5 |

| III | 1 | 0 | 0 | 0 | 1 | 0 | 2 |

| IV | 1 | 5 | 0 | 0 | 0 | 1 | 0 |

|-----+----+----+----+----+----+----+----|

The basic solution is x1 = 0, x2 = 0, x3 = 6, x4 = −5 and x5 = 2. Its value is 0. The
solution is not feasible.

Subtask 3.c

Consider the following tableau:
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|-----+----+----+----+------+----+----+------|

| | x1 | x2 | x3 | x4 | x5 | -z | b |

|-----+----+----+----+------+----+----+------|

| I | 0 | 4 | 1 | -1/4 | 0 | 0 | 29/4 |

| II | 1 | 1 | 0 | -1/4 | 0 | 0 | 5/4 |

| III | 0 | -1 | 0 | 1/4 | 1 | 0 | 3/4 |

| IV | 0 | 4 | 0 | 1/4 | 0 | 1 | -5/4 |

|-----+----+----+----+------+----+----+------|

and the following three pivoting rules:

• largest coefficient

• largest increase

• steepest edge.

Which entering and leaving variables would each of them indicate? In this specific case,
which rule would be convenient to follow? Report the details of the computations for the
first two rules and carry out graphically the application of the third rule using the plot in
the figure above (tikz code to reproduce the figure available in the online version.)

Solution

• The two candidate entering variables are x2 and x4. The reduced cost of x2 is larger
hence that is the entering variable. The leaving variable is consequently given by the
ratio test and is x1 since 5/4 < 29/16.

• The two candidate entering variables are x2 and x4. The increase possible with x2 is
min{29/4 · 1/4, 5/4 · 1} · 4 = 5 while the increase with x4 is min{3/4 · 4} · 1/4 = 3/4.
Hence x2 is the entering variable and the leaving variable is x1.

• In the figure we plot the vector ~c which is the perpendicular to the objective function
and the two vectors corresponding to the movement we would take by the iteration
of the simplex. The angle between ~c and ~xnew − ~xold is smaller for the decision x2
entering x1 leaving.
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~c

~xnew − ~xold

~xnew − ~xold

None of the three rules is convenient, the best would be to let x4 enter and x5 leave, we
would reach the optimal solution in less iterations.

Subtask 3.d

For solving P0 with the Gomory’s fractional cutting plane algorithm one needs initially to
solve P . After a number of iterations of the simplex algorithm the tableau looks as follows:

|-----+----+----+------+----+------+---+-------|

| | x1 | x2 | x3 | x4 | x5 | -z| b |

|-----+----+----+------+----+------+---+-------|

| I | 0 | 0 | 4/3 | 1 | 16/3 | 0 | 41/3 |

| II | 0 | 1 | 1/3 | 0 | 1/3 | 0 | 8/3 |

| III | 1 | 0 | 0 | 0 | 1 | 0 | 2 |

| IV | 0 | 0 | -5/3 | 0 | -8/3 | 1 | -46/3 |

|-----+----+----+------+----+------+---+-------|

Derive a Gomory cut and write it in the space of the original variables.
Show that the cut is a valid inequality for (P0) and that it will make the current optimal
solution of (P ) infeasible.

Solution During the course we saw that the Gomory cut can be derived as follows:∑
j∈N

(āuj − bāujc)xj ≥ b̄u − bb̄uc

(1/3− 0)x3 + (1/3− 0)x5 ≥ (8/3− 2)

1/3x3 + 1/3x5 ≥ 2/3

x3 + x5 ≥ 2
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To express the constraint in the space of the original variables we need to substitute s1
and s2 as given from the first tableau:

(6− 3x2 + x1) + (2− x1) ≥ 2 (1)

x2 ≤ 2 (2)

(3)

The cut leaves out the optimal solution.
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Task 4 Revised Simplex and Sensitivity (points: 9, 6)

Consider the following problem

min z = 5y1 + 4y2
4y1 + 3y2 ≥ 4
2y1 + y2 ≥ 3
y1 + 2y2 ≥ 1
y1 + y2 ≥ 2

y1, y2 ≥ 0

Because this problem has more functional constraints than variables, we will solve it by
applying the simplex method to its dual problem. Let x1, x2, x3 and x4 be the variables
of the dual problem that are associated with the constraints of the primal and x5 and x6
be the slack variables of the dual problem. The final optimal tableau is the following:

|----+----+----+----+----+----+----+----+----|

| | x1 | x2 | x3 | x4 | x5 | x6 | -z | b |

|----+----+----+----+----+----+----+----+----|

| x2 | 1 | 1 | -1 | 0 | 1 | -1 | 0 | 1 |

| x4 | 2 | 0 | 3 | 1 | -1 | 2 | 0 | 3 |

| | -3 | 0 | -2 | 0 | -1 | -1 | 1 | -9 |

|----+----+----+----+----+----+----+----+----|

Subtask 4.a

Write:

i. the value of the variables for the optimal solution of the primal problem

ii. the value of the variables for the optimal solution of the dual problem

iii. the value of the shadow prices of the dual problem. If we could increase by one unit
the RHS term of the dual problem, which one should we choose in order to obtain the
largest improvement of the optimal value of the dual problem.

iv. the value of the shadow prices of the primal problem. If we could increase by one unit
the RHS term of the primal problem, which one should we choose in order to obtain
the largest worsening of the optimal value of z?

Solution Let’s start by writing the dual:

max w = 4x1 + 3x2 + x3 + 2x4
4x1 + 2x2 + x3 + x4 + x5 ≤ 5
3x1 + x2 + 2x3 + x4 + x6 ≤ 4

x1, x2, x3, x4, x5, x6 ≥ 0
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i. y1 = 1, y2 = 1

ii. x1 = 0, x2 = 1, x3 = 0, x4 = 3

iii. The shadow prices tell us the marginal costs of the resources, ie, the RHS terms of
the constraints. They tell us the costs of the opportunity missed by having one unit
more in the RHS terms. The values can be read from the final tableau from the costs
corresponding to the slack variables after a change of sign. They are also the value of
the dual variables. Hence they are 1 and 1. Both RHS terms would yield the same
improvement of 1.

iv. Shadow prices are the values of the dual variables. Hence for the primal they are: 1 for
the second constraint, 3 for the fourth constraint and 0 for the other two constraints.
An increase of 1 unit in the RHS term of the fourth constraint yields the largest
worsening of the optimal z.

Subtask 4.b

Show how to derive the reduced costs of the final tableau above, hence for the dual problem,
using only matrix computations, like in the revised simplex method. [Hint to be faster in
matrix calculations you can use any program for linear algebra. In the online version of
this document you find the R and python code for matrix calculation. In python, import
numpy and linalg.solve. In R, the inverse of a matrix can be calculated by solve and
matrix multiplications by %*%.]

Solution The reduced costs of the nonbasic variables are obtained by cN − yTAN , with

y = A−1B cB.
We have:

> (A.p <- matrix(c(4, 3, 2, 1, 1, 2, 1, 1), ncol=2, nrow=4, byrow=TRUE))

[,1] [,2]

[1,] 4 3

[2,] 2 1

[3,] 1 2

[4,] 1 1

> (b.p <- matrix(c(4,3,1,2),ncol=1))

[,1]

[1,] 4

[2,] 3

[3,] 1

[4,] 2

> (c.p <- matrix(c(5,4),ncol=1))

[,1]

[1,] 5

[2,] 4

>
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>

> (A <- cbind(t(A.p),matrix(c(1,0,0,1),ncol=2)))

[,1] [,2] [,3] [,4] [,5] [,6]

[1,] 4 2 1 1 1 0

[2,] 3 1 2 1 0 1

> (A.N <- A[,c(1,3,5,6)])

[,1] [,2] [,3] [,4]

[1,] 4 1 1 0

[2,] 3 2 0 1

> (A.B <- A[,c(2,4)])

[,1] [,2]

[1,] 2 1

[2,] 1 1

> (c <- c(b.p,c(0,0)))

[1] 4 3 1 2 0 0

> (c.N <- c[c(1,3,5,6)])

[1] 4 1 0 0

> (c.B <- c[c(2,4)])

[1] 3 2

> (y <- solve(A.B)%*%c.B)

[,1]

[1,] 1

[2,] 1

> (c.N-t(y)%*%A.N)

[,1] [,2] [,3] [,4]

[1,] -3 -2 -1 -1
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Task 5 Duality Theory (points: 7, 10)

Subtask 5.a

Using only the duality theory and without using the simplex method find out if

x∗1 = 3, x∗2 = −1, x∗3 = 0, x∗4 = 2

is an optimal solution of the problem:

max 6x1 + x2 − x3 − x4
s.t. x1 + 2x2 + x3 + x4 ≤ 5

3x1 + x2 − x3 ≤ 8
x2 + x3 + x4 = 1

x3, x4 ≥ 0

Solution Let us write the dual:

min 5y1 + 8y2 + y3
y1 + 3y2 = 6

2y1 + y2 + y3 = 1
y1 − y2 + y3 ≥ −1
y1 + y3 ≥ −1

y1, y2 ≥ 0
y3 ∈ R

The complementary slackness conditions are:

y1(x1 + 2x2 + x3 + x4 − 5) = 0 (4)

y2(3x1 + x2 − x3 − 8) = 0 (5)

y3(x2 + x2 + x4 − 1) = 0 (6)

x1(y1 + 3y2 − 6) = 0 (7)

x2(2y1 + y2 + y3 − 1) = 0 (8)

x3(y1 − y2 + y3 + 1) = 0 (9)

x4(y1 + y3 + 1) = 0 (10)

Since the first constraint of the primal does not hold as strict inequality, then we can
deduce that y1 must be zero 0. Further, since x∗1, x

∗
2 and x∗4 are 6= 0 then from (7), (8) and

(10) we have: 
y1 + 3y2 = 6

2y1 + y2 + y3 = 1
y1 + y3 = −1
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whose solution is y1 = 0, y2 = 2 and y3 = −1. Hence, the dual solution is y = [0; 2;−1].
These values satisfy the domains of the dual variables. However when we substitute in the
dual constraints, some constraints are not satisfied. This indicates that the dual solution
is infeasible. An infeasible dual indicates that the primal is unbounded.

#!/usr/bin/python

from gurobipy import *

m = Model("infeas")

x = m.addVar(name="x", vtype=GRB.INTEGER) # ie, >= 0

y = m.addVar(name="y", vtype=GRB.INTEGER) # ie, >= 0

m.update()

m.setObjective(x - 2*y, GRB.MINIMIZE)

m.addConstr(-4*x + 6*y <= 9, "c1")

m.addConstr(x + y <= 4, "c2")

m.optimize()

if m.status == GRB.status.INF_OR_UNBD:

# Turn presolve off to determine whether m is infeasible or unbounded

m.setParam(GRB.param.Presolve, 0)

m.setParam(GRB.param.Method, 0)

m.optimize()

if m.status == GRB.status.OPTIMAL:

print(’Optimal objective: %g’ % m.objVal)

print m.getVarByName("x").x

print m.getVarByName("y").x

exit(0)

elif m.status != GRB.status.INFEASIBLE:

print(’Optimization was stopped with status %d’ % m.status)

exit(0)

Subtask 5.b

Write the dual of the following problem:
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(P ) min
m∑
j=1

cjyj

m∑
j=1

aijxij = bi i = 1, . . . , n

n∑
i=1

xij ≤ yj j = 1, . . . ,m

xij ≤ 1 i = 1, . . . , n; j = 1, . . . ,m

xij ≥ 0 i = 1, . . . , n; j = 1, . . . ,m

yj ∈ R j = 1, . . . ,m

Solution There are three constraints. We introduce the dual variables αi ∈ R, βj ≤ 0,

γij ≤ 0
We then write the A matrix augmented with the b vector:

a11 a12 · · · a1m 0 · · · · · · · · · · · · · · · · · · 0 0 0 · · · 0 b1

0 0 · · · 0 a21 a22 . . . a2m . . . 0 . . . 0 0 0 . . . 0
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

0 0 · · · 0 0 0 . . . 0 . . . an1 . . . anm 0 0 . . . 0 bn

1 0 · · · 0 1 0 . . . 0 . . . 1 . . . 0 −1 0 . . . 0 0

0 1 · · · 0 0 1 . . . 0 . . . 0 . . . 0 0 −1 . . . 0 0

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...

0 0 · · · 1 0 0 . . . 1 . . . 0 . . . 1 0 0 . . . −1
...

1 0 · · · 0 0 0 . . . 0 . . . 0 . . . 0 0 0 . . . 0 1
... · · · · · · · · · ... . . . . . .

... . . .
... 1

... · · · · · · · · · 1 . . . . . .
... . . .

... 1
... · · · · · · · · · ... . . . . . .

... . . .
... 1

0 0 · · · 0 0 0 . . . 0 . . . 0 . . . 1 0 0 . . . 0 1





x11 x12 · · · x1m x21 x22 . . . x2m . . . xn1 . . . xnm y1 y2 . . . ym

and finally the dual from the columns of the A matrix:
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(D) max
n∑

i=1

biαi +
n∑

i=1

m∑
j=1

γij

aijαi + βj + γij ≥ 0 i = 1, . . . , n, j = 1, . . . ,m

− βj = cj j = 1, . . . ,m

βi ≤ 0 i = 1, . . . , n;

γij ≤ 0 i = 1, . . . , n; j = 1, . . . ,m

αi ∈ R i = 1, . . . , n;
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Task 6 LP Formulation (points: 12, 5)

A bartender serves usually alcoholic beverages behind the bar. A bartender can generally
mix classic cocktails such as a Gin-and-Tonic, Caipirinha and Mojito. In order to achieve
this task the bartender has to maintain the supplies and inventory for the bar.
End drinks for the customers are created by directly mixing the raw materials. Restricting
our attention to the Gin-and-Tonic drink, the suggested ratios of gin and tonic are 1:1, 2:3,
1:2, and 1:3 (source Wikipedia). The historical data indicate nevertheless that the typical
demand on a Saturday evening in the premise of our bartender is as follows:

Alcohol quantity price per deciliter

≥ 20% ≤ 12 l 30 dkk
≥ 16% ≤ 12 l 25 dkk
≥ 13% ≤ 12 l 21 dkk
≥ 10% ≤ 12 l 15 dkk

For example, the first row indicates that there are customers that are willing to intake
20% or more alcohol consuming all together up to 12 liters and willing to pay 30 krone per
deciliter.
Our bartender for economical and logistic issues can buy up to 10 liters of gin that contain
40% alcohol and up to 20 liters of tonic that contain no alcohol.
The mixing process occurs in a way such that at the end the input products no longer
exist in their original forms, but are mixed to form new mixed products with new property
values, in this case, the percentage of alcohol content.
The objective is to maximize the total profit from the sell.
The problem is an example of blending problem that arises, beside bar keeping also in the
oil refinery industry.

Subtask 6.a

Represent the situation as a network and model the problem as a linear programming
problem.

Solution

Let xij be the amount of product in liters that flows from i to j. Let I be the set of sources
of gin and of tonic. Let J be the set of four customer categories.

17



Tonic

Gin

≥ 10%

≥ 13%

≥ 16%

≥ 20%

≤ 20

0%

≤ 10

40%

≤ 12

15 dkk

≤ 12

21 dkk

≤ 12

25 dkk

≤ 12

30 dkk

max
∑
j∈J

∑
i∈I

rjxij (11)∑
j∈J

xij ≤ bi ∀i ∈ I (12)∑
i∈I

xij ≤ dj ∀j ∈ J (13)∑
i∈I

pixij ≥ pj
∑
i∈I

xij ∀j ∈ J (14)

xij ≥ 0 ∀i ∈ I, j ∈ J (15)

set INPUT;

set OUTPUT;

param revenue {OUTPUT} > 0;

param in_max {INPUT} >= 0;

param out_max {OUTPUT} >=0;

param q_in {INPUT} >= 0;

param q_out_min {OUTPUT} >= 0;
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var x {INPUT, OUTPUT} >= 0;

# changed to negative to output mps solvable

maximize profit: sum{i in INPUT, j in OUTPUT} -revenue[j]*x[i,j];

subject to ins{i in INPUT}:

sum{j in OUTPUT} x[i,j]<=in_max[i];

subject to outs{j in OUTPUT}:

sum{i in INPUT} x[i,j]<=out_max[j];

subject to quality{j in OUTPUT}:

sum{i in INPUT} q_in[i]*x[i,j]==q_out_min[j]*sum{i in INPUT} x[i,j];

set INPUT := a b;

set OUTPUT := c d e f;

param: revenue out_max q_out_min :=

c 15 12 0.1

d 21 12 0.13

e 25 12 0.16

f 30 12 0.2 ;

param: in_max q_in :=

a 10 0.4

b 20 0 ;

model pooling.mod

data pooling.dat

option solver cplex;

option cplex_options ’timing=1’;

option presolve 0;

option show_stats 1;

problem pooling: x, profit, ins, outs, quality;

expand pooling;

write mpooling;

solve;
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display x;

printf{i in INPUT} "%s %d\n", i, sum{j in OUTPUT} x[i,j];

printf{j in OUTPUT} "%s %d\n", j, sum{i in INPUT} x[i,j];

maximize profit:

15*x[’a’,’c’] + 21*x[’a’,’d’] + 25*x[’a’,’e’] + 30*x[’a’,’f’] +

15*x[’b’,’c’] + 21*x[’b’,’d’] + 25*x[’b’,’e’] + 30*x[’b’,’f’];

subject to ins[’a’]:

x[’a’,’c’] + x[’a’,’d’] + x[’a’,’e’] + x[’a’,’f’] <= 10;

subject to ins[’b’]:

x[’b’,’c’] + x[’b’,’d’] + x[’b’,’e’] + x[’b’,’f’] <= 20;

subject to outs[’c’]:

x[’a’,’c’] + x[’b’,’c’] <= 12;

subject to outs[’d’]:

x[’a’,’d’] + x[’b’,’d’] <= 12;

subject to outs[’e’]:

x[’a’,’e’] + x[’b’,’e’] <= 12;

subject to outs[’f’]:

x[’a’,’f’] + x[’b’,’f’] <= 12;

subject to quality[’c’]:

0.3*x[’a’,’c’] - 0.1*x[’b’,’c’] >= 0;

subject to quality[’d’]:

0.27*x[’a’,’d’] - 0.13*x[’b’,’d’] >= 0;

subject to quality[’e’]:

0.24*x[’a’,’e’] - 0.16*x[’b’,’e’] >= 0;

subject to quality[’f’]:

0.2*x[’a’,’f’] - 0.2*x[’b’,’f’] >= 0;

8 variables, all linear

10 constraints, all linear; 24 nonzeros

10 inequality constraints

1 linear objective; 8 nonzeros.

CPLEX 12.6.0.0: timing=1

Times (seconds):

Input = 0.004

Solve = 0

Output = 0
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CPLEX 12.6.0.0: optimal solution; objective 630

10 dual simplex iterations (2 in phase I)

x :=

a c 0

a d 3.9

a e 4.8

a f 1.3

b c 0

b d 8.1

b e 7.2

b f 1.3

;

a 10

b 16

c 0

d 12

e 12

f 2

Subtask 6.b

In order to be faster in serving his clients, our bartender decides to create and maintain
intermediate drink containers. Depending on the structure of the network, this may antic-
ipate part of the drink dilution process and delay another part until final drinks have to
be blended to specification.
Now the raw materials are input of the pooling container only and customers receive their
drinks directly from the pooling container or by mixing the drinks of the pooling containers.
It is assumed that the flow of intermediate products into the pooling containers equals the
flow required to blend the final products.
The bartender decides to experiment with the use of one only pooling container. The
situation is represented in Figure 2.
Unfortunately, writing an LP model for this situation is known to be an NP hard problem.
Can you nevertheless write a nonlinear model for this situation? Intuitively, when solved
to optimality, will the total profit increase or decrease with respect to Subtask 6.a?

Solution We model the general case with k > 0 pools. Let K be the set of pools. Since we

do not know the concentration of alcohol at the Pool we need to represent it as a variable
yk.
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Tonic

Gin

≥ 10%

≥ 13%

≥ 16%

≥ 20%

Pool

≤ 20

0%

≤ 10

40%

≤ 12

15 dkk

≤ 12

21 dkk

≤ 12

25 dkk

≤ 12

30 dkk

Figure 2: The situation in Subtask 6.b.

max
∑
j∈J

∑
k∈K

rjxkj (16)∑
k∈K

xik ≤ bi ∀i ∈ I (17)∑
k∈K

xkj ≤ dj ∀j ∈ J (18)∑
i∈I

xik =
∑
j∈J

xkj ∀k ∈ K (19)∑
i∈I

pixik = yk
∑
i∈I

xik ∀k ∈ K (20)∑
k∈K

ykxkj ≥ pj
∑
k∈K

xkj ∀j ∈ J (21)

xij ≥ 0 ∀i ∈ I, j ∈ J (22)

The total profit will decrease.
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Task 7 IP Formulation (points: 10)

In two days the world cup in Brazil will finally start! Prandelli, the trainer of the Italian
team, had to plan the content of the training sessions for his team. The schedule is two
sessions per day, morning and afternoon, for a time horizon of n days; optimistically he
planned for the whole duration of the competition, that is, one month. Prandelli has a
data base of activities I to propose during the sessions. Associated to each activity i in I
there are three numbers that quantify the training effect: technical effect ai1, tactical effect
ai2 and physical effect ai3. Moreover each activity has a duration ti expressed in minutes.

Each activity can be proposed more than once throughout the sessions. The following
constraints must be taken into account:

i. Each activity can be scheduled only once per day.

ii. Each session lasts 2 hours, that is, 120 minutes.

iii. There is a pre-determined limit on the physical effort b3s for each session s. This value
varies through the sessions. For example, sessions in the days just before and just after
a match will contain less physical effort.

iv. Considering the technical and tactical aspects as the main strengths of his team,
Prandelli wants to ensure that each session has at least a desired amount of effort
in those attributes. Let b1s and b2s define these requirements for each session.

v. Some activities are incompatible, that is, they cannot be scheduled in the same day.
Let A be a set of pairs of incompatible activities. In each day and for each pair of
activities (i, j) ∈ A, if activity i is selected then activity j cannot be prescribed in the
same day and viceversa.

vi. Some activities that are physically particularly demanding can be scheduled only with
at least 3 days distance. Let H ⊆ S2 be the set that identifies these activities.

vii. For the tactical activities, that is, those with a non zero tactical attribute, that is,
ai2 > 0, the effect must be non-decreasing during the month of training. [Hint: define
P to be the set of pairs of activities such that (i, j) ∈ P if and only if 0 < ai2 < aj2.
Thus, if (i, j) ∈ P then i must be scheduled before j. Further, define a variable to
contain for an activity i the last session in which it is scheduled...]

The objective is to maximize the number of activities proposed.

Formulate the problem as an integer linear problem.
[Hint: Let S be the set of session indexed by s. For variables you need at least the variable
xis to indicate if activity i is scheduled in session s. You might need more variables to
make the IP formulation.]

2Update 26.06.2014: H ⊆ I
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Solution Parameters:

• S set of sessions indexed by s

• D set of days indexed by d

• Sd ⊆ S set of sessions in day d

Variables

• xis = 1 if activity i is scheduled in session s else 0

• yi = 1 if activity i is scheduled any where in the set of sessions S else 0

• zi an integer variable indicating the latest session in which activity i is scheduled.

• zi an integer variable indicating the earliest session in which activity i is scheduled.

max
∑
i

yi (23)

s.t.
∑
s∈Sd

xis ≤ 1 ∀i ∈ I, d ∈ D (24)∑
i

tixis ≤ 120 ∀s ∈ S (25)∑
i

a3ixis ≤ b3s ∀s ∈ S (26)∑
i

a2ixis ≥ b2s ∀s ∈ S (27)∑
i

a1ixis ≥ b1s ∀s ∈ S (28)∑
s∈Sd

xis +
∑
s∈Sd

xjs ≤ 1 ∀(i, j) ∈ A, d ∈ D (29)∑
s∈Sd

xis +
∑

d′∈{d+1,d+2}

∑
s∈Sd′

xis ≤ 1 ∀i ∈ H, d ∈ {1..|D| − 2} (30)

zi ≥ sxis ∀i ∈ P, s ∈ S (31)

zi ≤ sxis ∀i ∈ P, s ∈ S (32)

zi ≤ zj ∀(i, j) ∈ P (33)∑
s∈S

xis ≤ |S|yi ∀i ∈ I (34)

xis ∈ {0, 1} ∀i ∈ I, s ∈ S (35)

yi ∈ {0, 1} ∀i ∈ I (36)

zi, zi ∈ Z+
0 ∀i ∈ I (37)
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Task 8 Preprocessing and TUM (points: 7)

Using preprocessing rules only, eliminate as many rows and columns as possible from the
following set partitioning problem until you are left with a totally unimodular matrix or it
is possible to determine the optimal solution. Remember to justify your claims by showing
how a certain result from the course applies. For example, it is not enough to claim that
a matrix is TUM but you have to show why.

min z =
[
5 4 5 4 11 6 10 2 5 3 9 5

]
x

Ax = 1
x ∈ {0, 1}12

with A given by:



1 2 3 4 5 6 7 8 9 10 11 12

1 1 1 1 1
2 1 1 1 1
3 1 1 1 1 1 1 1
4 1 1 1
5 1
6 1 1 1 1 1
7 1 1
8 1 1 1


(Note: in the online version you find the matrix in ASCII form.)

Solution

|---+---+---+---+---+---+----+---+----+---+---+----+----+----|

| | | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |

| | | 5 | 4 | 5 | 4 | 11 | 6 | 10 | 2 | 5 | 3 | 9 | 5 |

|---+---+---+---+---+---+----+---+----+---+---+----+----+----|

| | | | x | x | | x | + | x | x | | | | |

|---+---+---+---+---+---+----+---+----+---+---+----+----+----|

| 1 | | 1 | 1 | | | 1 | | | | 1 | | | |

| 2 | x | | 1 | | | | 1 | | 1 | | | | 1 |

| 3 | | | 1 | | 1 | 1 | | 1 | | | 1 | 1 | 1 |

| 4 | x | 1 | | 1 | 1 | | | | | | | | |

| 5 | x | | | | | | 1 | | | | | | |

| 6 | | | 1 | | | 1 | | 1 | | 1 | | 1 | |

| 7 | | 1 | | | 1 | | | | | | | | |

| 8 | | | | | | 1 | | | | | 1 | | 1 |

|---+---+---+---+---+---+----+---+----+---+---+----+----+----|

Fix col 6 because only one that can cover row 5. Hence remove row 5 and row 2. Since
row 2 is covered neither col 2 nor col 8 can be chosen. Hence we remove them too.
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|---+---+---+---+---+----+----+---+----+----+----|

| | | 1 | 3 | 4 | 5 | 7 | 9 | 10 | 11 | 12 |

| | | 5 | 5 | 4 | 11 | 10 | 5 | 3 | 9 | 5 |

|---+---+---+---+---+----+----+---+----+----+----|

| | | | x | | x | x | | | | |

|---+---+---+---+---+----+----+---+----+----+----|

| 1 | | 1 | | | 1 | | 1 | | | |

| 3 | | | | 1 | 1 | 1 | | 1 | 1 | 1 |

| 4 | x | 1 | 1 | 1 | | | | | | |

| 6 | | | | | 1 | 1 | 1 | | 1 | |

| 7 | | 1 | | 1 | | | | | | |

| 8 | | | | | 1 | | | 1 | | 1 |

|---+---+---+---+---+----+----+---+----+----+----|

Remove row 4 because dominated by row 7. Consequently remove col 3 because it will be
covered by col 1 or 4.

|---+---+---+---+----+----+---+----+----+----|

| | | 1 | 4 | 5 | 7 | 9 | 10 | 11 | 12 |

| | | 5 | 4 | 11 | 10 | 5 | 3 | 9 | 5 |

|---+---+---+---+----+----+---+----+----+----|

| | | | | x | x | | | | |

|---+---+---+---+----+----+---+----+----+----|

| 1 | | 1 | | 1 | | 1 | | | |

| 3 | | | 1 | 1 | 1 | | 1 | 1 | 1 |

| 6 | | | | 1 | 1 | 1 | | 1 | |

| 7 | | 1 | 1 | | | | | | |

| 8 | | | | 1 | | | 1 | | 1 |

|---+---+---+---+----+----+---+----+----+----|

Remove col 5 because it covers the same as the set of cols 9 and 10 which, if chosen together,
cost less than col 5

|---+---+---+---+----+---+----+----+----|

| | | 1 | 4 | 7 | 9 | 10 | 11 | 12 |

| | | 5 | 4 | 10 | 5 | 3 | 9 | 5 |

|---+---+---+---+----+---+----+----+----|

| | | | | x | | | | |

|---+---+---+---+----+---+----+----+----|

| 1 | | 1 | | | 1 | | | |

| 3 | | | 1 | 1 | | 1 | 1 | 1 |

| 6 | | | | 1 | 1 | | 1 | |

| 7 | | 1 | 1 | | | | | |

| 8 | | | | | | 1 | | 1 |

|---+---+---+---+----+---+----+----+----|

Remove col 7 because equal to col 11 but 11 costs less.

|---+---+---+---+---+----+----+----|

| | | 1 | 4 | 9 | 10 | 11 | 12 |
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| | | 5 | 4 | 5 | 3 | 9 | 5 |

|---+---+---+---+---+----+----+----|

| | | | | | | | |

|---+---+---+---+---+----+----+----|

| 1 | | 1 | | 1 | | | |

| 3 | | | 1 | | 1 | 1 | 1 |

|---+---+---+---+---+----+----+----|

| 6 | | | | 1 | | 1 | |

| 7 | | 1 | 1 | | | | |

| 8 | | | | | 1 | | 1 |

|---+---+---+---+---+----+----+----|

We are left with a TUM. The partition is indicated by the line.
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