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Abstract

Developing the theory of COLp spaces (a variation of the non-commutative analogue of Lp

spaces), we provide new tools to investigate the local structure of non-commutative Lp spaces.

Under mild assumptions on the underlying von Neumann algebras, non-commutative Lp

spaces with Grothendieck’s approximation property behave locally like the space of matrices

equipped with the p-norm (of the sequences of their singular values). As applications, we

obtain a basis for non-commutative Lp spaces associated with hyperfinite von Neumann

algebras with separable predual von Neumann algebras generated by free groups, and obtain a

basis for separable nuclear C�-algebras.
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0. Introduction

Non-commutative integration theory goes back to the work of Murray and von
Neumann and has been investigated in the context of von Neumann algebras by
Dixmier [D1], Segal [Se], Kunze [Ku], Nelson [Ne], Connes [C3], Haagerup [Ha2],
Kosaki [Ko] and many other researchers. Following the philosophy of quantization,
non-commutative Lp spaces could be considered as non-commutative function

spaces. In particular, the classical Banach spaces of trace class operators, Hilbert–
Schmidt operators and more generally Schatten p-classes share many properties with
their commutative counterparts, the classical cp spaces (see [A1,A2,Fa,GK,TJ]).

Since these spaces are not compatible with the usual lattice structure of classical
function spaces (except for p ¼ 2 see [GL,P1]), their local structure has not been
investigated as thoroughly as for classical function spaces. The main intention of this
paper is to show that non-commutative Lp spaces with the bounded approximation

property (BAP) have very nice local properties, for instance, they can be paved out
by copies of finite-dimensional non-commutative Lp spaces. This can be achieved

under mild assumptions on the underlying von Neumann algebra by combining
concepts from the local theory of Banach spaces with more recent tools from the
theory of operator spaces. In contrast to the classical theory, these more abstract
techniques provide appropriate tools to prove the existence of bases for some
important spaces like nuclear (in particular type I) C�-algebras, preduals of
hyperfinite von Neumann algebras, and non-commutative Lp spaces associated with

hyperfinite von Neumann algebras or the von Neumann algebra generated by the left
regular representation of a countable free group.

Let us first recall the classical notion of Lp spaces. Following Lindenstrauss and

Pe"czyński [LP] a Banach space X is called an Lp;l space if every finite-dimensional

subspace ECX is contained in a finite-dimensional subspace ECFCX such that for
n ¼ dimðFÞ the Banach–Mazur distance satisfies

dðF ; cn
pÞpl: ð0:1Þ

If this is true for some l; X is called an Lp space. If this is true for all l41; then X is

isometrically isomorphic to LpðO;S; mÞ for some measure space ðO;S; mÞ and vice

versa. For 1opoN every separable Lp space is isomorphic to a complemented

subspace of Lp½0; 1� and therefore inherits the bounded approximation property.

(The absence of the approximation property for general non-commutative Lp spaces

is a substantial but interesting drawback in the non-commutative setting.) The
‘paving’ definition (0.1) is not very practical for showing that the dual of an Lp space

is an Lp0 space (p0 ¼ p
p�1

the conjugate index). However, using the fundamental

Kadec–Pe"czyński dichotomy and a ‘cut and paste’ technique, Lindenstrauss and
Rosenthal [LR] managed to prove that the dual of an Lp space is an Lp0 space and

that the copies of cn
p in the definition of Lp spaces may be assumed to be uniformly

complemented. In order to underline the different notions in the non-commutative
setting, we might call spaces satisfying the complemented condition CLp spaces and
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note by the remarks above that in the commutative setting Lp spaces are indeed

CLp spaces.

In the non-commutative setting a Kadec–Pe"czyński dichotomy (see [KP]) is not
available at the time of this writing. This forces us to introduce the class of COLp

spaces, the non-commutative analogue of CLp-space. In contrast to the OLp-spaces

defined by Effros and Ruan [ER1], we assume in addition that the finite-dimensional
copies of non-commutative Lp spaces are uniformly (completely) complemented.

This class of COLp spaces (for a precise definition see Section 2) seems to be the

right substitute for the class of Lp spaces in Banach space theory. We refer to the

end of Section 2 for a discussion of these two notions. In the commutative theory
Johnson et al. [JRZ] showed that a separable Lp space admits a basis. Refining their

techniques Nielsen and Wojtaszczyk showed that this basis locally looks like the
basis of cn

p: We use this approach as a guideline to discover the local structure of a

separable COLp space and construct (very nice operator space) bases therein. Let us

note that due to the work of Bourgain [Bo], Bourgain et al. [BRS] many non-
isomorphic Lp spaces are known, and thus many of them are not isomorphic to

standard examples Lp½0; 1�; cp or cp"c2: Therefore Lp spaces have a very rich global

structure.
The right framework for the investigation of the local structure of non-

commutative Lp spaces is the category of operator spaces. We will now indicate

some elementary operator space notations and in particular the notion of OLp-

spaces, introduced by Effros and Ruan [ER1]. An operator space X is a norm closed
subspace of some BðHÞ equipped with the distinguished operator space matrix norm
inherited from MnðXÞCBðcn

2ðHÞÞ: An abstract matrix norm characterization of

operator spaces was given by Ruan (see e.g. [ER2]). The morphisms in the category
of operator spaces are completely bounded maps. Given operator spaces X and Y ; a
linear map T : X-Y is completely bounded if the corresponding linear maps
Tn : MnðX Þ-MnðYÞ defined by Tnð½xij �Þ ¼ ½TðxijÞ� are uniformly bounded, i.e.,

jjT jjcb ¼ sup
nAN

jjTnjjoN:

A map T is a complete contraction (respectively, a complete isometry, or a complete

quotient) if jjT jjcbp1 (respectively, if each Tn is an isometry, or a quotient map). A

map T is said to be a complete isomorphism if it is a completely bounded linear
isomorphism with a completely bounded inverse. In this case, we let

dcbðX ;YÞ ¼ inffjjT jjcbjjT�1jjcb: T a complete isomorphism from X onto Yg

denote the completely bounded Banach–Mazur distance (in short cb-distance) of X

and Y (see [P4]).
Variations of Grothendieck’s approximation property inspired crucial develop-

ments in operator algebras and operator spaces. An operator space XCBðHÞ has the
operator space approximation property, in short OAP, if there exists a net of finite
rank maps ðTiÞ such that idK#Ti converges in the point-norm topology to the
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identity on K#minXCBðc2#HÞ; where K denotes the space of compact operators
on c2: An operator space has the completely bounded approximation property (in
short CBAP) if there exists a net ðTiÞ of finite rank maps converging in the point-
norm topology to the identity on X and supi jjTijjcboN: We say that an operator

space X has a cb-basis if, X has a basis ðxnÞ and the natural projection maps

Pn

XN
k¼1

akxk

 !
¼
Xn

k¼1

akxk

satisfy K ¼ supn jjPnjjcboN: In this case we call ðxnÞ a K-cb-basis.

For non-commutative Lp spaces Pisier [P5] introduced a very natural operator

space structure by interpolation (see [BL] for interpolation theory). Indeed, it is well-
known that the Schatten p-classes Sp can be obtained by complex interpolation

Sp ¼ ½K;T�1
p

:

Here T ¼ S1 denotes the space of trace class operators and K ¼ SN the space of
compact operators. Moreover, the natural (operator space structure preserving)
duality between x ¼ ½xij�AK and y ¼ ½yij �AT is given by

/x; yS ¼
X

ij

xijyij ¼ trðxytÞ:

Pisier [P5] proved that

MnðSpÞ ¼ ½MnðKÞ;MnðTÞ�1
p

define matrix norms on Sp which satisfy Ruan’s abstract characterization for

operator spaces. Therefore, there is an isometric embedding jp : Sp-Bðc2Þ inducing

these matrix norms and this is nowadays called the natural operator space structure of

Sp: We refer to [P5] for many nice features. Similarly, we may obtain a natural

operator space structure on LpðAÞ for every finite-dimensional C�-algebra A:

Let us recall the operator space analogue of Lp spaces. An operator space X is

called an operator Lp space (in short OLp;l space) if X can be paved out by copies

of finite-dimensional Lp spaces, where the cb-distance is uniformly controlled by l:
An operator space X is called an OLp if it is an OLp;l for some l41: In this case, we

use the parameter OLpðXÞ ¼ inf l; where the infimum is taken over all l’s above.

For a precise definition see Section 2.
During the last few years, OL1 spaces have been intensively studied in

[ER1,JOR,NO]. In particular, it was proved in [ER1] that the predual N� of a von
Neumann algebra N is an OL1 space if and only if N is hyperfinite. Moreover, a
separable operator space X is an OL1 space with OL1ðXÞ ¼ 1 if and only if it is the
operator predual of a hyperfinite von Neumann algebra (see [NO]).

Concerning OLN space, we recall that by Szankowski’s result (see [Sz1]) the space
BðHÞ does not have Grothendieck’s approximation property and hence is not an
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OLN space. In fact contrary to the commutative case, the OLN property for C�-
algebras is very restrictive. More precisely, according to results by Pisier [P4], Effros
and Ruan [ER1], Kirchberg [Ki2], and Junge et al. [JOR] we know that a C�-algebra
A is an OLN;l space for some l if and only if A is nuclear. In Theorem 3.11, we will

improve a recent result in [JOR] by showing OLNðAÞp3: The microscopic index l
even provides some additional information on the structure of the underlying C�-

algebra. For example, a C�-algebra is stably finite if lpð1þ
ffiffi
5

p

2
Þ
1
2 (see [JOR]). From

these results, we can see that the local operator space structure provides a very
important tool for the investigation of operator algebras.

However, not much work has been done for OLp spaces in the range 1opoN: It

is known that every OLp space is completely complemented in some non-

commutative Lp space. However, it can be derived from Szankowski’s work [Sz2]

that there are finite von Neumann algebras with separable predual such that LpðNÞ
does not have the approximation property (see Theorem 2.19). Moreover, it is not
known whether every OLp space has the CBAP. In order to use the concepts from

Banach space theory, we will work with the analogue of CLp spaces. An operator

space X is called a COLp;l space if it is paved by complemented copies of LpðAÞ’s
where cb-distance and the cb-norm of the projections are uniformly controlled by l:
If this is true for some l; X is called a COLp space. If we can replace the LpðAÞ’s by

Sn
p ’s, we call this a COSp;l; COSp space, respectively. Again we refer to Section 2 for

a precise definition. Combining Banach space techniques from [JRZ] with
applications of the Fubini Theorem from [Ju2], we obtain the following results on
COLp spaces.

Theorem 0.1. Let 1opoN and X an operator space. X is a COSp space if and only if

X has the CBAP, idX admits a cb-factorization through an ultrapower of Sp; and X

contains completely complemented Sn
p ’s uniformly.

Theorem 0.2. Let 1op; p0oN with 1
p
þ 1

p0 ¼ 1 and X an operator space. Then X is a

COLp space if and only if X � is a COLp0 space.

The cases p ¼ 1; p ¼ N remain true if we assume in addition that X � has the
CBAP and X is locally reflexive (in the operator space sense). Using an idea of
Kirchberg, we can construct an operator space X such that X � is COL1 but X does
not have the CBAP. In Section 4, we extend the results of Johnson et al. [JRZ],
Nielsen and Wojtaszczyk [NW] to COLp spaces.

Theorem 0.3. Let 1pppN and X a separable COLp space (such that in addition X �

has the CBAP and X is locally reflexive for pAf1;Ng). Then X has a cb-basis.

Before we state our main application to non-commutative Lp spaces, we have to

clarify the ‘mild assumptions’ on the underlying von Neumann algebra N: A C�-
algebra A has the weak expectation property of Lance (in short WEP) if for the

ARTICLE IN PRESS
M. Junge et al. / Advances in Mathematics 187 (2004) 257–319 261



universal representation ACA��CBðHÞ there is a contraction P : BðHÞ-A�� such
that PjA ¼ idA: A C�-algebra B is said to be QWEP if there exists a C�-algebra A

with the WEP and a closed two-sided ideal I such that B ¼ A=I : It is a long standing
open problem whether every C�-algebra is QWEP (see [Ki1] for many equivalent
formulations). Note that a hyperfinite von Neumann algebra is injective, hence has
WEP and thus is QWEP.

Theorem 0.4. Let N be a QWEP von Neumann algebra with separable predual. Then

for 1opoN the following are equivalent

(i) LpðNÞ has the OAP;

(ii) LpðNÞ has the CBAP;

(iii) LpðNÞ is a COLp space;

(iv) LpðNÞ has a cb-basis.

In particular, if one of the conditions above is satisfied, then LpðNÞ is an OLp space.

We apply Haagerup’s pioneering work [CH,Ha3] on approximation properties
and an interpolation argument (see e.g. [JR]) in order to obtain a result for Lp spaces

associated to the von Neummann algebra VNðFnÞ generated by the left regular
representation of the free group Fn: As so often in harmonic analysis, the spaces
LpðVNðFnÞÞ behave much nicer for 1opoN than for the border cases pAf1;Ng:
Indeed, here L1ðVNðFnÞÞ is not an OL1 space and CredðFnÞ is not an OLN space
because Fn is not amenable.

Theorem 0.5. Let 1opoN and Fn the free group with n generators. Then LpðVNðFnÞÞ
is a COLp space (hence an OLp space) and has a cb-basis.

We note that the existence of a basis for L1ðVNðFnÞÞ or CredðFnÞ is an open
problem. In contrast to the commutative theory a non-commutative C�-algebra A

might not have enough orthogonal finite-dimensional representations. Using the
operator space structure of A� instead, we can obtain sufficiently many information
about the local structure of A in the cases of nuclear C�-algebras.

Theorem 0.6. Every separable nuclear C�-algebra has a cb-basis.

For researchers interested only in Banach space theory, we should mention that all
the results hold in the Banach space sense. For example in Theorem 0.4, LpðNÞ has

Grothendieck’s approximation property iff it has a basis. A positive solution to the
basis problem for non-commutative Lp spaces has previously only been known for

the class of type I von Neumann algebras and the hyperfinite II1 and IIN factors (see
[Su]). However, we note that passing to tensor products of COLp spaces already

requires cb-norm estimates of the basis projections and thus operator space
techniques are very natural (and useful) in this setting. However, our project seems
to be the first attempt to provide more specific information on the local structure of

ARTICLE IN PRESS
M. Junge et al. / Advances in Mathematics 187 (2004) 257–319262



LpðNÞ spaces even on a purely Banach space level. We are indebted to W. B. Johnson

for stressing the fact that the existence of a basis in Lp spaces can be proved by

entirely local arguments. Indeed, this entirely local approach unifies the construction
of bases for Lp spaces for all values 1pppN even in the commutative case (using

the appropriate new notion of containing cn
p’s ‘far out’).

In order to make this paper more accessible (for researchers with a Banach space
background), we postpone arguments using modular theory of von Neumann
algebras to the end of Section 5. In the subsequent paper [JRX], we will investigate
the isometric theory in the hyperfinite (non-semifinite) case. Further applications of
Lp spaces associated with discrete groups will be given in [JR].

1. Notation and preliminary results

We will use standard notation in operator algebras [D2,KR,Pe,Ta], and Banach
space theory [LT]. In particular, given a Hilbert space H; we let BðHÞ denote the
space of all bounded linear operators on H: Our general references for operator
spaces are [ER2,P6]. Let us recall some basic notations. A completely bounded map

P on an operator space X is a completely bounded projection if P2 ¼ P: A subspace X

of an operator space Y is called a completely complemented (respectively, a
completely contractively complemented) subspace in Y if there is a completely
bounded (respectively, completely contractive) projection from Y onto X : If X is an
operator space, then its dual space X � is an operator space with matrix norms given
by the isometric identifications

MnðX �Þ ¼ CBðX ;MnÞ

(see [BP,ER2]). This operator space structure on X � is called the operator (space) dual of
X : If X is an operator space, then the canonical embedding i : X-X �� is a completely

isometric injection, i.e. idMn
#i is isometric for all nAN: If T : X-Y is a completely

bounded map, then its adjoint map T� : Y �-X � is also completely bounded with
jjT�jjcb ¼ jjT jjcb: Using the Arveson–Wittstock–Hahn–Banach theorem [ER2,Pa], it is

easy to show that if T is a complete isometry, then T� is a complete quotient map, i.e.
idMn

#T� maps the open unit ball onto the open unit ball for all nAN: Similarly, if T is

a complete quotient map, then T� is a complete isometry. Given a von Neumann
algebra N; the canonical embedding i : N�+N� induces an operator space structure on
N�: With these matrix norms, we have the complete isometry

N ¼ ðN�Þ�:

In the following, we will use the notation Sp (resp. Sn
p) for the spaces of all compact

operators on the Hilbert spaces c2 ¼ c2ðNÞ (resp. cn
2) such that

jjxjjp ¼ ½trððx�xÞ
p
2Þ�

1
poN:
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We will always work with the canonical duality between Sp and Sp0 ð1p þ 1
p0 ¼ 1Þ given by

/½aij �; ½bij�S ¼
X

ij

aijbij ð1:1Þ

and obtain a complete isometry S�
p ¼ Sp0 : Similarly, if A is a finite-dimensional C�-

algebra given by

A ¼ Mn1
"N?"N Mnl

;

then we have

A� ¼ Sn1

1 "1?"1 Snl

1 ;

where "1 is the operator space l1-direct sum. Let n ¼ n1 þ?þ nl : The canonical
projection of Sn

N
onto A is completely contractive on Sn

N
and the same map is also

completely contractive on Sn
1 : Therefore, we may apply complex interpolation for the

compatible pair ðA;A�ÞCðSn
N
;Sn

1Þ and obtain the natural operator space structure on

LpðAÞ ¼ ½A;A��1
p

¼ Sn1
p "p?"p Snl

p CSn
p:

We refer to [BL] for the complex interpolation method. Note that by complementation,
we still have a complete isometry

LpðAÞ� ¼ Lp0 ðAÞ

and LpðAÞ is a completely contractively complemented subspace of Sn
p for 1pppN: In

the sequel, we will also use an infinite-dimensional analogue of these spaces. Let m ¼
ðmðnÞÞnAN be a sequence of natural numbers and

bðmÞ ¼
Y

n

MmðnÞ;

the von Neumann algebra obtained as block diagonals in Bðc2Þ: In the Banach space
literature one may also write bðmÞ ¼ ð

P
n "MmðnÞÞN: Then the predual of bðmÞ is

s1ðmÞ ¼ ð
P

n "S
mðnÞ
1 Þ1; i.e. the block diagonals in S1: Since the projection onto these

block diagonals is completely contractive in both cases, we see that

spðmÞ ¼
X

n

"SmðnÞ
p

 !
p

¼ ½bðmÞ; s1ðmÞ�1
p

¼ LpðbðmÞÞ

is completely contractively complemented in Sp: For p ¼ N; we use the notation sNðmÞ
for the c0 sum. In the special case where m is given by mðnÞ ¼ n for all nAN; we will
simply use the notation sp:

As in Banach space theory, ultraproducts turn out to be a useful tool in the study
of operator spaces (see for example [P3]). Let us recall that if U is a free ultrafilter on
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an infinite index set I and ðXiÞiAI is a family of operator spaces, then we consider the

ultraproduct Y
U

Xi ¼
Y
iAI

Xi=JU;

where
Q

iAI Xi ¼ fðxiÞ j supi jjxijjoNg is the space of all bounded families, and

JU ¼ ðxiÞA
Y
iAI

Xi

����� limU jjxijjXi
¼ 0

( )

is the norm closed subspace in
Q

iAI Xi of families tending to 0 along U: An

ultraproduct
Q

U Xi of operator spaces carries canonical matrix norms given by

Mn

Y
U

Xi

 !
¼
Y
U

MnðXiÞ:

For details see [ER2,P3,P5]. If ðAiÞ is a family of C�-algebras, it is well-known thatQ
U Ai is again a C�-algebra. It is also known (see [Gr,Ra1,Ra2]) that for 1ppoN;

we have
Q

U Sp ¼ LpðNÞ for some von Neumann algebra N: The following result is

due to Junge [Ju2] and holds only for pAð1;NÞ:

Theorem 1.1. Let E and F be finite-dimensional operator spaces and 1opoN: If we

have a commuting diagram of completely bounded maps

then for any e40; there exist an integer n and a commuting diagram of completely

bounded maps

such that

jjr̃jjcbjjs̃jjcbojjrjjcbjjsjjcb þ e:

Approximation properties play an important role in operator algebras and
operator spaces. Let X and Y be operator spaces. A linear map T : X-Y is said
to have the completely bounded approximation property (in short CBAP) if there
exists a constant l and a net of finite rank maps Ti : X-Y such that Ti-T in the

ARTICLE IN PRESS
M. Junge et al. / Advances in Mathematics 187 (2004) 257–319 265



point-norm topology and supi jjTijjcbpl: In this case, we let

LðTÞ ¼ inf l

denote the infimum of all l as above. If T ¼ idX we say that X has the CBAP and let

LðXÞ ¼ LðidX Þ:

Let 1pppN: A linear map T : X-Y is said to have the gp-approximation property

(in short gp-AP) (i.e. can be approximately factored through Sn
p spaces) if there exist

diagrams of completely bounded maps

which converges in the point-norm topology to T and satisfies supi jjrijjcbjjsijjcbpl
for some constant loN: We let as above

gap
p ðTÞ ¼ inf l:

If T ¼ idX ; we say that X has the gp-approximation property and let

gap
p ðXÞ ¼ gap

p ðidX Þ:

It is clear that if T has the gp-AP, then T has the CBAP with

LðTÞpgap
p ðTÞ:

In the analysis of approximation properties, small perturbation arguments provide
an essential technical tool. Let us recall the following operator space analogue of a
classical Banach space argument due to Pisier [P5].

Lemma 1.2. Let X be an operator space and ECX an n-dimensional subspace with a

biorthogonal system x1;y; xn; x�
1;y; x�

n (i.e. jjxijjp1; jjx�
j jjp1 and x�

i ðxjÞ ¼ dij for all

i; j ¼ 1;y; n). Let 0oeo1; and T : E-X a linear map such that

jjTðxiÞ � xijjp
e
n

for all i ¼ 1;y; n: Then there exists a complete isomorphism W : X-X such that

WTðxÞ ¼ x

ARTICLE IN PRESS
M. Junge et al. / Advances in Mathematics 187 (2004) 257–319266



for all xAE and

jjW jjcbpð1 � eÞ�1; jjW � idjjcbp
e

1 � e
and jjW�1jjcbpð1 þ eÞ: ð1:2Þ

As in the category of Banach spaces, we may obtain the following result.

Corollary 1.3. Let X and F be operator spaces with F finite-dimensional and let

r : F-X and s : X-F be maps such that sr ¼ idF : If ECX is an n-dimensional

subspace and 0oeo1
2

such that

jjrsðxÞ � xjjp ejjxjj
njjrjjcbjjsjjcb

for all xAE: Then there exist maps r̃ : F-X and s̃ : X-F such that s̃r̃ ¼ idF ; r̃s̃jE ¼
idE and

jjr̃jjcbjjs̃jjcbpð1 � eÞ�1ð1 � 2eÞ�1jjrjjcbjjsjjcb:

Proof. Applying Lemma 1.2 to e0 ¼ e
jjrjjcbjjsjjcb

p1
2

and T ¼ rs; we may obtain a

complete isomorphism W : X-X such that jjid � W jjcbp
e0

1�e0 and WTðxÞ ¼ x for all

xAE: Then we deduce

jjidF � sWrjjcb ¼ jjsðid � WÞrjjcbpjjrjjcbjjsjjcb

e0

1 � e0
p2e:

Hence, for b ¼ ðsWrÞ�1 we obtain the estimate

jjbjjcbpð1 � 2eÞ�1:

We define s̃ ¼ bs and r̃ ¼ Wr: Clearly, s̃r̃ ¼ bsWr ¼ idF : For xAE; we observe
that

sWrsðxÞ ¼ sWTðxÞ ¼ sðxÞ:

Hence, sWrjsðEÞ ¼ idsðEÞ and therefore bjsðEÞ ¼ idsðEÞ: Thus, we get

r̃s̃ðxÞ ¼ WrbsðxÞ ¼ WrsðxÞ ¼ WTðxÞ ¼ x

for all xAE: Using the cb-norm estimates for b and W ; we obtain the assertions. &

For Banach spaces (and nowadays also for operator spaces) it is well-known
that Lemma 1.2 implies that the ‘point-norm approximation’ can be improved to
obtain finite rank maps which are the identity on a given finite-dimensional
subspace.
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Lemma 1.4. Let T : X-Y be a completely bounded map.

(i) T : X-Y has the CBAP with LðTÞol if and only if for every finite-dimensional

subspace EDX ; there exists a finite rank map u : X-Y such that jjujjcbol and

uðxÞ ¼ TðxÞ for all xAE:
(ii) T : X-Y has the gp-AP with gap

p ðTÞol if and only if for every finite-dimensional

subspace EDX ; there exist nAN and maps u : X-Sn
p ; v : Sn

p-Y such that

jjujjcbjjvjjcbol and vuðxÞ ¼ TðxÞ for all xAE:

Proof. Obviously the second assertion in (i), (ii) implies the CBAP, gp-AP,

respectively. Since the arguments are very similar, we will only show the missing
implication in (i). If E is a finite-dimensional subspace of X ; then TðEÞ is a finite-

dimensional subspace of Y : We can find vectors x1;y; xk in E such that ðTðxiÞÞk
i¼1 is

part of a biorthogonal system in TðEÞ: Choose 0odo1 such that ð1 þ dÞ2LðTÞol:
Since T has the CBAP, there exists a finite rank map T̃ : X-Y such that

jjT̃jjcboð1 þ dÞLðTÞ and jjT̃ðxiÞ � TðxiÞjjod
k

for all i ¼ 1;y; k: It follows from

Lemma 1.2 that there exists a complete isomorphism W : Y-Y such that WTðxiÞ ¼
T̃ðxiÞ for ði ¼ 1;y; kÞ and jjW�1jjcboð1 þ dÞ: Hence, u ¼ W�1T̃ : X-Y is a finite

rank map which satisfies the requirement of the assertion. &

Using the uniform convexity of Sp (see [TJ]) it is easy to prove the following well-

known fact. We refer to [ER1] for the details.

Lemma 1.5. Let 1opoN: Then
Q

U Sp is reflexive for every ultrafilter U: Moreover,

every OLp space is completely contractively complemented in some
Q

U Sp and thus

reflexive.

Proposition 1.6. Let 1opoN and X an operator space. Then X has the gp-AP if and

only if X has the CBAP and there exists a free ultrafilter U on some index set I such

that X is completely complemented in
Q

U Sp; i.e. there exists a commuting diagram of

completely bounded maps

ð1:3Þ

Proof. If X has the gp-AP, then X has the CBAP, and there exist diagrams of

completely bounded maps
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which approximately commute in the point-norm topology and in addition satisfy

supjjrijjcbjjsijjcb ¼ loN:

If we let U be a free ultrafilter on the index set I ; then we obtain a commuting
diagram of completely bounded maps

ð1:4Þ

where we let s : X-
Q

U Sni
p be the map given by sðxÞ ¼ ðsiðxÞÞU and

r :
Q

U Sni
p -X �� the map given by

/rððziÞUÞ; x�S ¼ lim
U

x�ðriðziÞÞ

for all x�AX �: Since each Sni
p is completely contractively complemented in Sp;Q

U Sni
p is completely contractively complemented in

Q
U Sp; and thus we can

actually replace
Q

U Sni
p in (1.4) by

Q
U Sp: Hence X is isomorphic to sðXÞC

Q
U Sp

and thus reflexive according to Lemma 1.5. Thus we obtain the commuting diagram

On the other hand, let us assume that X has the CBAP and satisfies diagram (1.3)
with jjrjjcbjjsjjcbpC: It follows from Lemma 1.4 that for any finite-dimensional

subspace EDX and e40; there exists a finite rank map u : X-X such that

jjujjcboð1 þ eÞLðX Þ and ujE ¼ idE for all xAE: In particular u2jE ¼ idE and it

suffices to show that u2 factors through Sm
p : Let us consider the finite-dimensional

operator space G ¼ X=kerðuÞ with quotient map qG : X-G and the induced map
û : G-X such that u ¼ ûqG: Note that û has the same cb-norm as u: Let F ¼
uðXÞCX with inclusion map iF : F-X : Then uû ¼ ursû : G-F satisfies the
assumption of Theorem 1.1 and hence admits a factorization uû ¼
vw; w : G-Sm

p ; v : Sm
p -F such that

jjvjjcbjjwjjcbpð1 þ eÞjjujj2cbjjrjjcbjjsjjcbpð1 þ eÞ3LðX Þ2C:

Thus u2 ¼ iF vwqG factors through Sm
p and satisfies the corresponding cb-norm

estimate. Therefore, X has the gp-AP with gap
p ðX ÞpCLðXÞ2: &
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Remark 1.7. The same result holds if we replace the cb-norm by the operator norm
in all instances above. Indeed, in Theorem 1.1, this can be easily proved by using
finite d-nets in the unit ball of E and F �:

In the category of operator spaces Proposition 1.6 is no longer true for p ¼ 1:

Indeed, if N is a von Neumann algebra, then gap
1 ðN�Þol if and only if N is l-

semidiscrete, and thus injective by Pisier [P4] or Christensen and Sinclair [CS]. Let Fn

denote the free group of n generators. It is known that the von Neumann algebra
VNðFnÞ is not injective (for any l41), but satisfies LðVNðFnÞ�Þ ¼ 1 (see [Ha3]).

Using an argument of Wassermann (or the fact that VNðFnÞ is QWEP with the
results in [EJR, Section 7] and [NO]), we see that there are complete contractions
r : VNðFnÞ�-

Q
U S1; s :

Q
U S1-VNðFnÞ� such that

Hence VNðFnÞ� satisfies the assumptions of Proposition 1.6 without having the g1-

AP. In Theorem 5.7, we will show that for 1opoN; LpðVNðFnÞÞ has the gp-AP.

This indicates that, as so often in harmonic analysis, the Lp spaces in the range

1opoN behave much nicer than the extreme cases p ¼ 1 and p ¼ N:

2. COLp and OLp spaces

In this and the following sections (unless stated explicitly otherwise) we will work in
the category of operator spaces. This means that all linear maps, inclusions, quotient
maps and projections are to be understood as completely bounded maps, complete
isomorphisms with values in the images, complete quotient maps and completely
bounded projections, respectively. This convention will simplify our presentation but is
by no means necessary. Let us point out that all the results (stated here in terms of
operator spaces) hold true in the category of Banach spaces. Some of the proofs are
slightly easier for Banach spaces or can be found in the literature, namely in [JRZ,NW].
Therefore, we decided to emphasize the modifications required for operator spaces.

An operator space X is called an operator Lp space (in short OLp space) if there

exists a constant l41 and a family ðFiÞiAI of finite-dimensional subspace such thatS
i Fi is dense in X and for every index i there exists a finite-dimensional C�-algebra

Ai such that

dcbðLpðAiÞ;FiÞpl: ð2:1Þ

In this case, we denote by OLpðXÞ ¼ inf l; where the infimum is taken over all l as

above. Moreover, we say that X is an OLp;l-space, if OLpðXÞpl: We call X an

OSp;l space if we can replace the LpðAiÞ’s in (2.1) by Sni
p ’s.
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An operator space X is called a completely complemented OLp;l space (in short

COLp;l space) for some constant l41 if there exist a family of finite-dimensional

C�-algebras ðAiÞ and commuting diagrams of completely bounded maps

ð2:2Þ

such that risi-idX in the point-norm topology on X and jjrijjcbjjsijjcbpl: We call X

a completely complemented OSp;l space (in short COSp;l space) if we can replace

LpðAiÞ in (2.2) by Sni
p : We say that X is a COLp space (respectively, a COSp space) if

it is a COLp;l space (respectively, a COSp;l space) for some lX1: In this case, we

denote by COLpðX Þ ¼ inf l (respectively, COSpðXÞ ¼ inf l), where the infimum is

taken over all l such that X is a COLp;l space (respectively, a COSp;l space). The

following perturbation result (Lemma 2.1) shows that these definitions of OLp

(respectively, COLp spaces) are consistent with the idea of paving out the operator

space X by copies (respectively, complemented copies) of finite-dimensional non-
commutative Lp spaces. Since the proof is very similar to the proof of Lemma 1.4 we

will leave the details of the proof of Lemma 2.1 to the reader.

Lemma 2.1. Let X be an operator space and l41:

(i) X is an OLp space with OLpðX Þol if and only if there exists a l0ol such that for

every finite-dimensional subspace E of X there exists a finite-dimensional space

ECFCX and a finite-dimensional C�-algebra A such that

dcbðLpðAÞ;FÞol0:

(ii) X is a COLp space satisfying COLpðXÞol if and only if there exists a l0ol such

that for every finite-dimensional subspace EDX ; there exist a finite-dimensional

C�-algebra A and a commuting diagram of completely bounded maps

with jjrjjcbjjsjjcbpl0 and rsðxÞ ¼ x for all xAE:

A similar result holds for OSp spaces and COSp spaces.

It follows from Lemma 2.1 that every COLp space is an OLp space. For p ¼ N;

the two notions are equivalent by the injectivity of finite-dimensional C�-algebras.
(However, if we consider the Banach space versions of spaces paved out by Banach
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space copies of finite-dimensional C�-algebras, it is not clear whether they might be
assumed to be norm complemented.) In the context of operator space the two
notions are equivalent for p ¼ 1 if l is sufficiently close to 1 (see [Oz]). It is not
known whether these notions are still equivalent for large l: We refer to the end of
this section for more open problems. Let us state the main result in this section.

Theorem 2.2. Let 1pppN and X an operator space with the gp-AP. If X contains

Sn
p ’s (respectively, complemented Sn

p ’s) then X is an OSp space (respectively, a COSp

space).

Here X is said to contain Sn
p’s if there exists a constant C such that for every nAN;

we can find GnCX such that

dcbðGn;Sn
pÞpC:

We note that in the Banach space literature the term ‘X contains cn
p’s uniformly’

(respectively ‘X contains cn
p’s uniformly complemented’) is in use. If we want to

specify the constant C we say X contains Sn
p’s with constant C. Accordingly, we say

that X contains complemented Sn
p ’s (with constant C) if for every nAN there are

rn : Sn
p-X and sn : X-Sn

p such that

snrn ¼ idSn
p

and jjrnjjcbjjsnjjcbpC:

As a technical (but important) modification we say that X contains complemented

Sn
p ’s with respect to Y if YCX � and s�nðSn

p0 ÞCY for all nAN:

Although this clarifies the assumptions of Theorem 2.2, the proof requires
‘sufficiently many orthogonal’ copies of Sn

p with respect to any finite-dimensional

subspace of X : Note that in the commutative setting this is an immediate
consequence of the Kadec–Pe"czyński dichotomy. In our setting, we have to use a
formal definition of ‘sufficiently orthogonal’. We say that an operator space X

contains complemented Sn
p ’s far out if there exists a constant C40 such that for every

finite-dimensional subspace ECX and for every nAN and e40; there exist
rn : Sn

p-X ; sn : X-Sn
p such that

snrn ¼ idSn
p
; jjrnsnjE jjcbpe and jjrnjjcb jjsnjjcbpC:

Again, we use ‘with constant C’ and ‘with respect to Y ’ as above. Similarly, we say
that X contains Sn

p ’s far out (with constant C) if for every finite rank map

T : X-X ; nAN and e40; there exists GnCX such that

dcbðGn;Sn
pÞpC and jjT jGn

jjcbpe:

Note that it suffices to have jjT jGn
jjpe because Gn is finite dimensional. Indeed,

using a biorthogonal system one can easily prove that for a linear map T : E-X on
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a d-dimensional operator space E (see e.g. [EH])

jjT jjcbpdjjT jj: ð2:3Þ

Similarly, the condition jjrnsnjE jjcbpe can be weakened to jjrnsnjE jjpe: Let us start

with the most natural class of examples (see the preliminaries for the definition of sp:)

Example 2.3. Let 1pppN: The space sp is a COSp-space with constant

COSpðspÞ ¼ 1: sp contains complemented Sn
p’s far out. Moreover, every operator

space containing sp completely complemented contains complemented Sn
p ’s far out.

Proof. For nAN; we denote by rn : ð
Pn

k¼1 "Sk
p Þp-sp the natural completely

isometric inclusion map and by sn : sp-ð
Pn

k¼1 "Sk
p Þp the completely contractive

projection. Then rnsn tends to the identity map in the point-norm topology and the

assertion follows from the fact that ð
Pn

k¼1 "Sk
p Þ ¼ LpðAnÞ for the finite-dimensional

C�-algebra An ¼ M1"N?"N Mn: In order to prove the second assertion, we

consider the map vk : Sk
p-sp which maps Sk

p in the kth block and the natural

projection uk : sp-Sk
p on the kth block. Clearly ukvk ¼ idSk

p
for all k and the sequence

of projections ðPkÞ defined by Pk ¼ vkuk satisfies limk PkðxÞ ¼ 0 for all xAsp by the

density of elements with finitely many entries in sp: The last assertion is an obvious

consequence. &

In our context the techniques developed by Lindenstrauss and Rosenthal [LR] in
the commutative setting yield the following key result.

Proposition 2.4. Let 1pppN and X an operator space with the gp-AP and containing

complemented Sn
p’s far out with constant C: Then X is a COSp space satisfying

COSpðX Þpð1 þ 2CÞð1 þ 2gap
p ðXÞÞ:

Proof. Let E be a finite-dimensional subspace of X and 0oeo1
2
: Since X has

the gp-AP, we can apply Lemma 1.4 to obtain maps u : X-Sn
p and v : Sn

p-X

such that

vujE ¼ idE ; jjujjcb ¼ 1 and jjvjjcbpð1 þ eÞgap
p ðX Þ:

Let 0odoeð4ðC þ 1Þgap
p ðX Þn2Þ�1; where C is the constant from the ‘far out’

definition. Let F ¼ vðSn
pÞ: According to the assumption, we may find r : Sn

p-X and

s : X-Sn
p such that

sr ¼ idSn
p
; jjrjjcb ¼ 1; jjsjjcbpC and jjrsjF jjcbpd:

We let P ¼ rs : X-X denote the completely bounded projection from X onto
the range of r; and let r̃ : Sn

p-X and s̃ : X-Sn
p be completely bounded maps
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given by

r̃ ¼ v þ rðidSn
p
� uvÞ and s̃ ¼ uðidX � PÞ þ s:

However, in general s̃r̃ need not be the identity map on Sn
p : Since sr ¼ idSn

p
and

ðidX � PÞr ¼ 0; we have

s̃r̃ ¼ ½uðidX � PÞ þ s�½v þ rðidSn
p
� uvÞ�

¼ uv � uPv þ sv þ ðidSn
p
� uvÞ

¼ idSn
p
� uPv þ srsv ¼ idSn

p
þ ðs � uÞPv:

Therefore,

jjs̃r̃ � idSn
p
jjcbp jjðs � uÞPvjjcbpjjs � ujjcbjjPjF jjcbjjvjjcb

p ðC þ 1Þd2gap
p ðXÞp e

2n2
:

According to Lemma 1.2 we can find an isomorphism w : Sn
p-Sn

p such that ws̃r̃ ¼
idSn

p
and

jjwjjcbp
1

1 � e
2

pð1 þ eÞ:

If we define rE;e ¼ r̃ and sE;e ¼ ws̃; then we deduce

jjrE;ejjcbp jjvjjcb þ jjrjjcbð1 þ jjujjcbjjvjjcbÞ

p ð1 þ eÞgap
p ðX Þ þ ð1 þ ð1 þ eÞgap

p ðXÞÞ

p ð1 þ eÞð1 þ 2gap
p ðX ÞÞ

and

jjsE;ejjcbpð1 þ eÞjju � uP þ sjjcbpð1 þ eÞð1 þ C þ CÞ:

Finally, we have to check that rE;esE;eðxÞ ¼ r̃ws̃ðxÞ ¼ x for all xAE: If we let G ¼
uðEÞ; then for y ¼ uðxÞAG; we have

uvðyÞ ¼ uðvuðxÞÞ ¼ uðxÞ ¼ y;

hence

r̃ðyÞ ¼ vðyÞ ¼ vuðxÞ ¼ x:
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This implies that for all xAE

uðxÞ ¼ y ¼ ðws̃r̃ÞðyÞ ¼ ws̃ðxÞ:

In particular,

r̃ws̃ðxÞ ¼ r̃ðuðxÞÞ ¼ r̃ðyÞ ¼ x:

We have checked the conditions for COSp formulated in the introduction. Thus the

assertion is proved. &

Remark 2.5. For a fixed subspace YCX �; we may also define the gp-AP with respect

to Y by requiring that the factorizations ri : Sn
p-X and si : X-Sn

p with risi tending

to idX satisfy the additional property s�i ðSn
p0 ÞCY : The argument above shows that if

X has the gp-AP with respect to Y and contains complemented Sn
p’s with respect to Y

then X is a COSp space with respect to Y (defined as above). Let us point out that

these technical modifications are essential for the interesting applications in the cases
p ¼ 1 or p ¼ N:

Remark 2.6. For a fixed nAN; let us consider the following stronger version of the
gp-AP. We say that X has the gp;n-AP if there exist diagrams of completely bounded

maps

which converges in the point-norm topology to idX and satisfies the inequalities
supi jjrijjcbjjsijjcbpgap

p;nðXÞoN: Similarly, we say that X contains complemented

ck
pðSn

pÞ’s far out with constant C if for every finite-dimensional subspace ECX ; for

every kAN and e40; there exist r : ck
pðSn

pÞ-X and s : X-ck
pðSn

pÞ such that

sr ¼ idck
pðSn

pÞ; jjrsjE jjcbpe and jjrjjcbjjsjjcbpC:

The same proof as above shows that an operator space X with the gp;n-AP and

containing complemented ck
pðSn

pÞ’s far out with constant C is a COLp space with

constant

COLpðX Þpð1 þ 2CÞð1 þ 2gap
p;nðX ÞÞ:

As an application of Proposition 2.4, we deduce that every operator space X with
the gp-AP can be enlarged to provide an example of a COSp space. This method

provides many interesting examples of COSp spaces. We refer to Example 2.3 for the

obvious fact that sp contains complemented Sn
p’s far out.
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Corollary 2.7. Let 1opoN and X an operator space. Then the following are

equivalent.

(i) X has the CBAP and X is completely isomorphic to a completely complemented

subspace of
Q

U Sp for some ultrapower of Sp;
(ii) X has the gp-AP.

(iii) X "p sp is a COSp space;

(iv) X is completely complemented in a COSp space.

Proof. For the implication ðiÞ ) ðiiÞ; we note that X has the gp-AP according to

Proposition 1.6. The implication ðiiÞ ) ðiiiÞ follows from Proposition 2.4 because X

and sp have the gp-AP and the space sp contains complemented Sn
p’s far out, see

Example 2.3. The implication ðiiiÞ ) ðivÞ is obvious because X is completely
contractively complemented in X "p sp: For the implication ðivÞ ) ðiÞ it suffices to

note that every COLp space Y has the CBAP and according to Proposition 1.6 is

completely complemented in some
Q

U Sp: Both properties pass to completely

complemented subspaces. &

Similarly as for COLp spaces in Proposition 2.4, we can obtain a result in the

context of OLp spaces.

Proposition 2.8. Let 1pppN and X an operator space with the gp-AP. If X contains

Sn
p ’s far out, then X is an OSp space.

Proof. Let assume that X contains Sn
p ’s far out with constant C: Let

0oeoð3CÞ�1ð1 þ 2gap
p ðXÞÞ�1 and a finite-dimensional subspace ECX be given.

Choose u : X-Sn
p and v : Sn

p-X such that

jjujjcbp1; jjvjjcbpð1 þ eÞgap
p ðXÞ and vujE ¼ idE :

Put F ¼ vðSn
pÞ and apply Lemma 1.4 (ii) to find a finite rank map T : X-X such that

T jF ¼ idF and jjT jjcbpð1 þ eÞLðXÞpð1 þ eÞgap
p ðXÞ: By the assumptions there is

finite-dimensional GCX such that

dcbðG;Sn
pÞpC and jjT Gjjcbpe

�� :

Let w : Sn
p-G be an isomorphism such that jjwjjcbpC and jjw�1jjcbp1: We define

R : Sn
p-X by R ¼ v þ wðidSn

p
� uvÞ: Then we have ECRðSn

pÞ as in the proof of

Proposition 2.4. Thus it remains to show that R is an isomorphism from Sn
p onto its

range. To this end, fix an mAN and a unit vector xAMmðSn
pÞ: Let d ¼ jjT jjcb

1þ2jjT jjcb
: Note

that dX1
3
: We consider two cases: jjðidMm

#vÞxjj4d or jjðidMm
#vÞðxÞjjpd: If the
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former occurs, then by the choice of T (with id ¼ idMm
)

jjT jjcbjjid#RðxÞjjX jjðid#TvÞx þ ðid#TÞðid#wðidSn
p
� vuÞÞxjj

X jjðid#vÞxjj � jjwjjcbð1 þ jjvjjcbjjujjcbÞe

X d� Cð1 þ 2gap
p ðXÞÞe:

If we are in the latter case, then

jjðid#wÞðid#ðidSn
p
� uvÞÞxjjX jjðid#ðidSn

p
� uvÞÞxjj

X jjxjj � jjujjcbjjðid#vÞðxÞjj

X 1 � d:

Therefore, we get

jjðid#RÞðxÞjjX jjðid#wÞðid#ðISn
p
� uvÞÞxjj � jjðid#vÞxjj

X 1 � d� d ¼ 1 � 2d ¼ 1

1 þ 2jjT jjcb

:

This shows that

jjR�1jjcbpmax 1 þ 2jjT jjcb;
d

d� eCð1 þ 2gap
p ðXÞÞ d

�1jjT jjcb

� 
p

d
d� eCð1 þ 2gap

p ðX ÞÞ ð1 þ 2jjT jjcbÞ:

The assertion is proved and since e40 is arbitrary, we obtain

OLpðX Þpð1 þ 2LðXÞÞðgap
p ðXÞ þ Cð1 þ gap

p ðXÞÞÞ:

The assertion is proved. &

Apart from introducing the notion of containing Sn
p ’s far out, the main new

ingredient in the proof of Theorem 2.2 is the fact that the ‘far out’ properties can be
derived from more natural, weaker assumptions. After a first version of this paper
circulated, E. Ricard considerably improved a technical lemma crucial for this kind
of results. We want to thank him for the permission to publish his refinement of our
result which turned out to be crucial for the final version of Theorem 4.10.

Lemma 2.9. Let 1pppN and n; k; l;mAN such that the integer part ½m
k
� satisfies

½m
k
�4lkn2: Let F be a vector space and T : cm

p ðSn
pÞ-F a linear map with rkðTÞpl: Then

there exists a subspace ECcm
p ðSn

pÞ completely isometric to ck
pðSn

pÞ and completely
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contractively complemented such that

T jE ¼ 0:

Proof. We may assume that dimðFÞ ¼ l and that f �
1 ;y; f �

l are linear independent

vectors in F �: We may assume m ¼ vk þ r; rok and v4lkn2: Let ðhiÞm
i¼1 be the unit

vector basis in cm
p and ðestÞ1ps;tpn denotes the matrix units in Sn

p : Consider the matrix

au;ðw;s;t;jÞ ¼ f �
j ðTðhukþw#estÞÞ where 1pupv; 1pwpk;1ps; tpn and 1pjpl: Since

v4lkn2; there exists a non-trivial solution ða1;y; avÞ of scalars such that

Xv

u¼1

auau;ðw;s;t;jÞ ¼ 0

for all 1ps; tpn; 1pwpv; 1pjpl: We may assume jjðauÞjjp ¼ 1 and then

E ¼
X

1pupv;1pwpk;1pstpn

aubwsthukþw#estjbwstAC

( )

is completely isometrically isomorphic to ck
pðSn

pÞ and T vanishes on E: Using a

sequence ðbuÞv
u¼1 such that

P
uaubu ¼ 1 and jjðbuÞjjp0 ¼ 1; we see that

P
Xm

i¼1

hi#xi

 !
¼

X
1pupv;1pwpk

auhukþw#
Xl

u0¼1

bu0xu0kþw

 !

is a completely contractive projection. &

The following lemma can also be proved by using Ramsey-type arguments and
ultraproduct techniques (see [RX]), but our proofs based on Lemma 2.9 are
significantly more elementary.

Lemma 2.10. Let 1pppN; nAN fixed and X an operator space.

(i) If X contains ck
pðSn

pÞ’s for all k, then X contains ck
pðSn

pÞ’s far out with e ¼ 0:

(ii) If X contains complemented ck
pðSn

pÞ’s, then X contains complemented ck
pðSn

pÞ’s far

out with e ¼ 0:

In particular, if X contains Sk
p ’s (complemented Sk

p ’s), then it contains Sk
p ’s far out,

complemented Sk
p ’s far out, respectively.

Proof. (i) We assume that X contains ck
pðSn

pÞ’s with constant C: Let T : X-X be a

finite rank map, kAN: Choose m such that ½m
k
�XrkðTÞkn2: Let GmCX such that

dcbðGm; c
m
p ðSn

pÞÞpC: Let r : cm
p ðSn

pÞ-Gm and s : Gm-cm
p ðSn

pÞ such that sr ¼ id and

jjrjjcbjjsjjcbpC: According to Lemma 2.9, there exists a subspace ECcm
p ðSn

pÞ
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completely isometric to ck
pðSn

pÞ such that TrjE ¼ 0: Hence, F ¼ rðEÞ is C-cb-

isomorphic to ck
pðSn

pÞ and T jF ¼ 0: In order to prove (ii) we assume that X contains

complemented cm
p ðSn

pÞ’s with constant C: Let FCX be a l-dimensional subspace. Let

½m
k
�4lkn2: Let u : cm

p ðSn
pÞ-X and v : cm

p ðSn
pÞ such that

vu ¼ idcm
p ðSn

pÞ; jjujjcbp1 and jjvjjcbpC:

Let iF : F-X : We apply Lemma 2.9 to ðviF Þ� : cm
p0 ðSn

p0 Þ-F� and find a completely

contractively complemented copy G of ck
p0 ðSn

p0 Þ such that ðviF Þ�jG ¼ 0: Using either

the proof of Lemma 2.9 or a simple duality argument, we find a completely
contractive projection Q : cm

p ðSn
pÞ-cm

p ðSn
pÞ such that Qðcm

p ðSn
pÞÞ is completely

isometric to ck
pðSn

pÞ and QvjF ¼ 0: Then, we deduce that P ¼ uQv is a projection

satisfying PjF ¼ 0 and idQðcm
p ðSn

pÞÞ ¼ Qvu: This concludes the proof of (b). For the

particular part, we only have to observe that cm
p ðSn

pÞ is completely contractively

complemented in Snm
p : Hence for all n the assumptions are satisfied. &

Remark 2.11. In (a) and in (b), we may add ‘with respect to Y ’ in every place.

Proof of Theorem 2.2. Combine Proposition 2.4 and Lemma 2.10 in the
complemented case and Proposition 2.8 and Lemma 2.10 in the non-complemented
case. &

Remark 2.12. In the complemented case, we may again add ‘with respect to Y ’
everywhere.

Corollary 2.13. Let 1pppN:

(i) Let X be a complemented subspace of a COLp space containing complemented

Sn
p’s. Then X is a COSp space.

(ii) Let X be an operator space with the CBAP and containing Sn
p’s. If X is a

complemented subspace of an OLp space, then X is an OSp space.

Proof. In case (i), it suffices to note that a complemented subspace of a COLp space

has the gp-AP and thus Theorem 2.2 yields the assertion. In case (ii) again by

Theorem 2.2, it remains to prove that X has the gp-AP. Let XCY such that Y is an

OLp space. Let ECX be a finite-dimensional subspace and a finite rank map

T : X-X such that T jE ¼ idE according to Lemma 1.2. Then TðXÞCXCY is a

finite-dimensional subspace and we can find a finite-dimensional C�-algebra A and
TðX ÞCFCY such that dcbðF ;LpðAÞÞpC: Let v : LpðAÞ-F and u : F-LpðAÞ such

that u ¼ v�1; then we deduce for the inclusion map iX : X-Y that

iX T ¼ iF vuT
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factors through LpðAÞ; and thus factors through Sm
p for m large enough. Let

P : Y-X be a completely bounded projection. Then

T ¼ PiX ¼ PiF vuT

factors through Sm
p and X has the gp-AP. &

Resuming Lemma 1.5, Propositions 1.6, 2.4 and 2.8, we can formulate the
following result.

Theorem 2.14. Let 1opoN and X an operator space with the CBAP. Then,

(i) X is a COSp space if and only if X is completely complemented in
Q

U Sp and

contains complemented Sn
p’s.

(ii) X is an OSp space if and only if X is completely complemented in
Q

U Sp and

contains Sn
p ’s.

As mentioned above our main motivation is the investigation of non-commutative
Lp spaces. Let us recall some definitions. A von Neumann algebra N is called

semifinite if there exists a normal semifinite faithful (in short n.s.f.) trace, i.e. a
positive homogeneous and additive function on Nþ ¼ fx�x j xANg; the cone of
positive elements of N; such that for all increasing nets ðxiÞi with supremum in N and

for all xANþ

n. tðsupi xiÞ ¼ supi tðxiÞ;
s. For every 0ox there exists 0oyox such that tðyÞoN;
f. tðxÞ ¼ 0 implies x ¼ 0;
t. For all unitaries uAN: tðuxu�Þ ¼ tðxÞ:

A positive homogeneous and additive function w: Nþ-½0;N� satisfying n.s.f. but
not the last property t. is called an n.s.f. (normal semifinite faithful) weight. If t is an
n.s.f. trace then

mðtÞ ¼
Xn

i¼1

yixi j nAN;
Xn

i¼1

½tðy�
i yiÞ þ tðx�

i xiÞ�oN

( )

is the definition ideal on which there exists a unique linear extension t : mðtÞ-C

which satisfies tðxyÞ ¼ tðyxÞ: The Lp-norm is defined for xAmðtÞ and 1ppoN by

jjxjjp ¼ tððx�xÞ
p
2Þ

1
p:

Then LpðN; tÞ is the completion of mðtÞ with respect to the Lp-norm. For two

faithful traces t1 and t2 on N; we can find an element d affiliated with the center of N

such that t1ðxÞ ¼ t2ðdxÞ: Thus the space LpðN; t1Þ and LpðN; t2Þ are (completely)

isometrically isomorphic. Therefore, we will often use the notation LpðNÞ for this

(class of) operator space(s). We use the convention LNðN; tÞ ¼ N: We refer to
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[D1,FK,Ku,Ne,Se,Te] for more on this and for information on the topological
algebra of t-measurable operators affiliated with N in which all the spaces LpðN; tÞ
embed topologically. It is well-known that the complex interpolation method yields

LpðN; tÞ ¼ ½N;L1ðN; tÞ�1
p

:

Here L1ðN; tÞ inherits the natural operator space structure from Nop
� via the map

bðxÞðyÞ ¼ tðyxÞ:

(Note that N and Nop coincide as Banach spaces.) Then, we have

jj½bðxijÞ�jj
Sn

1
b##N

op
�
¼ sup

jj½yij �jjMnðNopÞp1

X
ij

tðxijyijÞ
�����

�����
¼ sup

jj½yij �jjMnðNÞp1

X
ij

tðxijyjiÞ
�����

����� ¼ jj½xij�jjL1ðMn#N;trn#tÞ:

Here trn denotes the non-normalized trace on Mn: The complex interpolation (as
explained in the first section for the finite-dimensional case) defines the natural
operator space structure

MnðLpðN; tÞÞ ¼ ½MnðLNðN; tÞÞ;MnðL1ðN; tÞÞ�1
p

on LpðM; tÞ: Following [P5, Corollary 1.4 and Lemma 1.7], we obtain the following

formula:

jjxjjMnðLpðN;tÞÞ ¼ sup
jjajjSn

2p
p1;jjbjjSn

2p
p1

jjða#1NÞxðb#1NÞjjLpðMn#N;trn#tÞ: ð2:4Þ

Note that these formulas slightly differ from [Fi] but are more consistent with [P5].
In particular, for every linear map T : LpðN1; t1Þ-LpðN2; t2Þ; we deduce

jjT jjcb ¼ jjid#T : LpðBðc2Þ#N1; tr#t1Þ-LpðBðc2Þ#N2; tr#t2Þjj: ð2:5Þ

This shows, as it should be, that the cb-norm can be obtained by replacing scalars
with matrix-valued coefficients. A corresponding formula also holds for maps
defined on a subspace of LpðN1; t1Þ: Let us note that if N admits a central

decomposition N ¼ N1"N2; then we have a direct sum

LpðN; tÞ ¼ LpðN1; tÞ"pLpðN2; tÞ: ð2:6Þ

Indeed, every matrix xALpðBðc2Þ#NÞ has two components x1ALpðBðc2Þ#N1Þ and

x2ALpðBðc2Þ#N2Þ satisfying

jjxjjpp ¼ jjx1jjpp þ jjx2jjpp:
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According to [P5] this can be retranslated in terms of MnðLpðN; tÞÞ and is then

equivalent to the usual definition of the operator space X1"pX2 ¼

½X1"NX2;X1"1X2�1
p

:

The definition of non-commutative Lp spaces in the non-semifinite case is more

involved. If N is s-finite, one can use Kosaki’s approach via interpolation [Ko].
However, the Haagerup (or Connes) Lp spaces (see [Ha4] and [C3]) provide the most

general and algebraically striking presentation. For the operator space structure of
Haagerup’s abstract Lp spaces including the non-semifinite case, we use as above the

natural operator space structure on L1ðNÞ defined by the map b : L1ðNÞ-Nop
� given

by bðDÞðxÞ ¼ trðDxÞ and then interpolation. We refer to [Ju2,JRX] for more details.
Since the type decomposition N ¼ NI"NII"NIII comes with central projections, we
obtain a direct cp-sum on the level of Lp space:

LpðNÞ ¼ LpðNIÞ"pLpðNIIÞ"pLpðNIIIÞ:

However, in this paper we focus on the semifinite case and only mention the more
general situation in passing. The letter R will be reserved for the hyperfinite II1

factor defined as the s-weak closure of the infinite tensor product tR ¼ #nAN M2 in
the GNS-construction with respect to the tracial state t ¼ #nAN

tr
2

(see [KR]).

Example 2.15. Let R be the hyperfinite II1 factor and 1ppoN: Then sp is

completely contractively complemented in LpðR; tRÞ: Consequently, LpðR; tRÞ
contains complemented Sn

p ’s far out.

Proof. Since the hyperfinite II1 factor is unique (see [KR]) R#R is isomorphic to R:

On the other hand, R clearly contains LNðf�1; 1gNÞ on the diagonal and the trace

induces the Haar measure m on f�1; 1gN: Let ðAnÞnAN be a family of disjoint

measurable sets of positive measure in f�1; 1gN: Then ðwAn
#1RÞnAN is a family of

mutually orthogonal non-zero projections of R#R: Using the isomorphism
between R#R and R; we deduce that there is a family ðenÞn of mutually orthogonal

non-zero projections of R such that enRenDR and such that the w�-closed �-
subalgebra M of R generated by

S
n enRen is isomorphic to cNðRÞ: Then LpðMÞ is

completely contractively complemented in LpðRÞ and

LpðMÞ ¼ cpðLpðRÞÞ:

Then for all nAN; we can find a copy MnDNnCR: Moreover, the restriction of the

trace t to Mn is the normalized tr
n

on Mn and there is a conditional expectation

En :R-Mn: Let us note that in this case the operator space structure of

Mn:tCL1ðR; tÞ is given for a matrix ½xij�mi;j¼1CMn:t by

jj½xij �jj
Sm

1
b##L1ðR;tÞ

¼ jj½xij �jjL1ðMm#R;trm#tÞ ¼ jj½xij �jjL1ðMm#Mn;trm#
tr
n
Þ

¼ 1

n
jj½xij �jjL1ðMm#Mn;trm#trÞ ¼

1

n
jjxijjj

Sm
1
b##Sn

1

:
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Hence by interpolation un : Sn
p-LpðR; tÞ; unðxÞ ¼ n

1
px:t is a completely isometry.

Again by interpolation En : LpðRÞ-LpðRÞ provides a completely contractive

projection onto the range of un: Therefore, sp ¼ ð
P

n"Sn
pÞpCcpðLpðRÞÞ is

completely contractively complemented in LpðR; tÞ: &

It is known that every non-type I von Neumann algebra N contains a copy
of the hyperfinite II1 factor together with a nice conditional expectation (see [Ma]).
Hence LpðRÞ is completely isometrically isomorphic to a completely contractively

complemented subspace of LpðNÞ: Therefore, in combination with Example 2.3,

the ‘far out’ property is never a problem for Lp spaces over a von Neumann

algebra.

Lemma 2.16. Let N be a von Neumann algebra and 1pppN with type decomposition

N ¼ NI"NII"NIII: If NIIaf0g or NIIIaf0g; then LpðRÞ is completely isometric to a

completely contractively complemented subspace of LpðNÞ: In particular, sp is

completely isometric to a completely contractively complemented subspace of LpðNÞ
and LpðNÞ contains complemented Sn

p ’s far out with constant one.

In the formulation of the following theorem we use the abstract Haagerup Lp

spaces LpðNÞ and its natural operator space structure. For most of the applica-

tions in this paper it would be sufficient to consider the semifinite case but the
proof is verbatim the same even if we include the more general setting of type III
algebras.

Theorem 2.17. Let N be a QWEP von Neumann algebra and 1opoN: Then the

following are equivalent

(i) LpðNÞ has the CBAP;

(ii) LpðNÞ is a COLp space.

Proof. Let N ¼ NI"NII"NIII be the central decomposition of N into types I–III
summands (see [Ta]). Then LpðNÞ ¼ LpðNIÞ"pLpðNII"NIIIÞ and LpðNIÞ is the cp-

sum of Lp spaces LpðO;S; m;LpðBðHÞÞÞ: It is easy to see that LpðNIÞ is COLp (see

e.g. Example 5.4 below). Thus it suffices to consider N ¼ NII"NIII: Since N has the
QWEP, we deduce from [Ju2] that LpðNÞ is completely contractively complemented

in
Q

U Sp: If LpðNÞ has the CBAP, then we deduce from Proposition 1.6, that X has

the gp-AP. According to Lemma 2.16 LpðNÞ contains complemented Sn
p’s far out.

From Proposition 2.4 we infer that LpðNÞ is a COLp space. Conversely, a COLp

space obviously has the CBAP. &

Let us conclude this section with a list of open problems concerning OLp and

COLp spaces. As mentioned in the introduction, the Kadec–Pe"czyński dichotomy

(see [KP]) provides the equivalence between the usual definition of Lp spaces and its
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complemented version. Although some deep work of Arazy [A2] is done in the
discrete case N ¼ Bðc2Þ; at the time of this writing it seems unclear how to prove a
suitable substitute of the Kadec–Pe"cyński dichotomy in the non-commutative
setting. We refer to [RX] for further discussions and a possible formulation in the
category of Banach spaces. Our main open problem is the equivalence between OLp

and COLp:

Problem 2.18. Let 1opoN: Is every OLp space a COLp space?

The missing link between these notions seems to be the CBAP. In contrast to the
commutative Lp space theory, we will see that there are non-commutative Lp spaces

without Grothendieck’s approximation property and thus without the CBAP. In
fact, our argument uses a deep result of Szankowski [Sz2] on the uniform
approximation property of Sp:

Theorem 2.19. Let p480: Then there exists a finite von Neumann algebra N with

separable predual such that LpðN; tÞ does not have Grothendieck’s approximation

property.

Proof. Let 1opoN: We will prove the assertion by contradiction. Let us assume to
the contrary that every finite M with separable predual LpðM; tÞ has the AP.

Claim I. For every (semi-) finite von Neumann algebra N, LpðN; tÞ has the

metric approximation property (MAP). Indeed, for every finite M with separable
predual, LpðM; tÞ is a separable dual space and thus by a result of Grothendieck (see

[LT, Theorem 1.e.15]) the assumption implies that LpðM; tÞ even has the MAP. Since

LpðN; tÞ is a direct limit of completely contractively complemented subspaces

LpðM; tÞ with M finite and M� separable, claim I is proved.

Claim II. For every von Neumann algebra N with a normal faithful state, LpðNÞ has

the MAP. Indeed, according to an unpublished result of Haagerup [Ha1], LpðNÞ is

completely contractively complemented in LpðMÞ such that M is the strong closure

of complemented finite von Neumann algebras MkCM admitting in addition
normal conditional expectations Ek :M-Mk: Since Mk is finite, we have the MAP

for all LpðMkÞ by claim I. Using the conditional expectation Ek; we see that LpðMkÞ
is contained in LpðMÞ: Then LpðMÞ has the MAP because

S
k LpðMkÞ is norm

dense. By complementation LpðNÞ has the MAP:

Claim III. For every von Neumann algebra N, LpðNÞ has the MAP. Indeed, let N be

an arbitrary von Neumann algebra. Then N is a strong limit N ¼ limi Ni of s-finite
von Neumann subalgebras Ni admitting normal conditional expectations, see the
appendix in [GGMS]. Since s-finite von Neumann algebras admit a normal faithful
state, we deduce from claim II that for all i; LpðNiÞ has the MAP. Thus the direct

limit LpðNÞ also has the MAP.
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Claim IV.
Q

U Sp has the MAP for all ultrafilters U: Indeed, according to a result of

Raynaud [Ra2] there exists a von Neumann algebra NU such that LpðNUÞ ¼
Q

U Sp:

Thus
Q

U Sp ¼ LpðNUÞ has the MAP by Claim III.

Conclusion. According to a result of Heinrich [He],
Q

U Sp has the bounded

approximation property (BAP) for some non-trivial U if and only if Sp has the

uniform approximation property. However, Szankowski [Sz2] proved that this is not
true for p480; a contradiction to claim IV. Therefore, there exists a finite von
Neumann algebra with separable dual such that LpðM; tÞ does not has the

approximation property. &

The following problems are still open.

Problems 2.20. Let 1opoN:

(i) Do OLp spaces have the CBAP?

(ii) Can the assumption CBAP be dropped in Corollary 2.13(ii)?
(iii) Does X OLp and X CBAP imply that X is COLp?

(iv) Is
Q

U Sp an OLp space?

We note that a positive answer to (iv) would provide a negative answer to (i) for
p480:

3. Duality for COLp-spaces

In this section, we follow Johnson et al. [JRZ] in order to find finite-dimensional
decompositions of COLp spaces and duality results. The notion of local

reflexivity will be a crucial tool. Let us recall that an operator space X is locally

reflexive (in the operator space sense) if there exists a constant C40 such that
for every finite-dimensional operator space F ; every finite-dimensional subspace
LCX � and every linear map u : F-X �� there is a map v : F-X such that for all
fAF and yAL

/uð f Þ; yS ¼ /vð f Þ; yS and jjvjjcbpCjjujjcb:

Then lcrðXÞ ¼ inf C; where the infimum is taken over all constants above. In the
operator space category this notion goes back to [AB]. In Banach space theory, every
Banach space is locally reflexive (see [LR]). However, Bðc2Þ is not locally reflexive in
the operator space sense. We will start with an adaptation of a well-known
application of local reflexivity in the category of operator spaces.

Lemma 3.1. Let X be a locally reflexive operator space, T : X �-X � a finite rank

map, FCX � a finite-dimensional subspace and e40: Then there exists a finite rank
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map S : X-X such that

ImðS�Þ ¼ ImðTÞ; jjSjjcbpð1 þ eÞlcrðXÞjjT jjcb and S�ð f Þ ¼ Tð f Þ

for all fAF : Moreover, if T is a projection, we can find a projection S with these

properties.

Proof. Let L ¼ TðX �Þ and F 0*F a finite-dimensional subspace of X � such that
TðF 0Þ ¼ L: Consider T : X �-L and T� : L�-X ��: Applying the local reflexivity, we
can find S1 : L�-X such that

/S1ðl�Þ; fS ¼ /T�ðl�Þ; fS

for all l�AL� and fAF 0; and satisfying the corresponding cb-norm estimate. Since S�
1

takes its values in the finite-dimensional subspace LCX �; this implies S�
1 jF 0 ¼ T jF 0

and in particular, S�
1ðX �Þ ¼ TðX �Þ ¼ L: Let

q : X-X=L>DX ��=L>DL�

be the natural quotient map. Then q� : L-X � is the natural inclusion map and
S ¼ S1q satisfies the assertion. If T is in addition a projection onto L; then S�

1q� ¼
Tq� ¼ idL implies

S�S� ¼ q�S�
1q�S�

1 ¼ q�S�
1:

Hence ðS2Þ� ¼ S� and therefore S2 ¼ S: &

The following Lemmas 3.2, 3.3 and Corollary 3.4 are the operator space analogues
of Lemmas 4.2, 4.3 and the corresponding Corollaries in [JRZ]. They provide the
main technical tools for constructing bases in COLp spaces.

Lemma 3.2. Let X be a locally reflexive operator space, YCX � a subspace and ðFiÞ a

family of finite-dimensional operator spaces such that there are linear maps ri : Fi-X

and si : X-Fi with siri ¼ idFi
; s�i ðF �

i ÞCY ; ðrisiÞ converging to the identity on X in the

point-norm topology and

sup
i

jjrijjcbjjsijjcbpC1:

If Tj : X �-Y is a net of finite rank maps such that Tj jY converges in the point-norm

topology to idY and

sup
j

jjTjjjcbpC2;

then for every finite-dimensional subspace ECX ; every finite-dimensional subspace

LCY and 0oeo1; there exist an index iAI ; r : Fi-X and s : X-Fi such that
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sr ¼ idFi
and the projection Q ¼ rs : X-X satisfies

(i) QðxÞ ¼ x and Q�ðyÞ ¼ y for all xAE; yAL;
(ii) Q�ðX �ÞCY ;
(iii) jjQjjcbpjjrjjcbjjsjjcbpð1 þ eÞC1ðC1 þ C2lcrðX Þ þ C1C2lcrðXÞÞ:

Proof. Let n ¼ dimðLÞ and y1;y; yn be part of a biorthogonal system for L: Since Tj

converges to idY in the point norm topology, we can find j such that

jjTjðykÞ � ykjjp
e
2n

for all k ¼ 1;y; n: According to Lemma 1.2, we can find W : Y-Y such that the
finite rank map T ¼ WTj : X �-Y satisfies T jL ¼ idL and jjT jjcbpð1 þ eÞC2:

Applying Lemma 3.1, we can find a finite rank map S : X-X such that S�ðX �Þ ¼
TðX �ÞCY ; S�ðyÞ ¼ TðyÞ for all yATðX �Þ and

jjSjjcbpð1 þ eÞ2lcrðX ÞC2:

In particular, S�ðyÞ ¼ y for all yAL: We now put G ¼ spanðE,SðXÞÞ and apply
Corollary 1.3 to find an index iAI and r : Fi-X ; s : X-Fi such that sr ¼ idFi

;
s�ðFiÞCY ;

jjrjjcbjjsjjcbpð1 þ eÞC1

and rsðxÞ ¼ x for xAG: Then, we obtain a projection P ¼ rs with

jjPjjcbpjjsjjcbjjrjjcbpð1 þ eÞC1:

Define Q ¼ SðidX � PÞ þ P: Let us check that Q is a projection. Since ImðSÞCG; we
have PS ¼ S and thus

Q2 ¼ PðSðidX � PÞ þ PÞ ¼ SðidX � PÞ þ P ¼ Q:

Clearly, QðX ÞCPðX Þ: Moreover, for xAPðX Þ we have QðxÞ ¼ x: This shows that
PðX Þ ¼ QðX Þ and hence Qr ¼ r: Let us define s̃ ¼ sQ: Then we get

s̃r ¼ sQr ¼ sr ¼ idFi
:

Moreover, from PðX Þ ¼ QðX Þ we deduce

rs̃ ¼ rsQ ¼ PQ ¼ Q:
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For the norm estimate (iii), we observe

jjrjjcbjjs̃jjcbp ð1 þ eÞjjrjjcbjjsjjcbjjSðidX � PÞ þ Pjjcb

p ð1 þ eÞC1ðjjSjjcbð1 þ jjPjjcbÞ þ jjPjjcbÞ

p ð1 þ eÞ4C1ðlcrðX ÞC2ð1 þ C1Þ þ C1Þ:

To show (i), we consider xAE; then

QðxÞ ¼ SðidX � PÞðxÞ þ PðxÞ ¼ PðxÞ ¼ x:

Let yAL; then S�ðyÞ ¼ y implies

Q�ðyÞ ¼ S�ðyÞ þ P�ðyÞ � P�S�ðyÞ ¼ y þ P�ðyÞ � P�ðyÞ ¼ y:

Since P� ¼ s�r� has its image in Y ; we also obtain Q�ðX �ÞCY : This shows (ii) and
the assertion is proved. &

The following analogue of [JRZ, Lemma 4.3] will be proved similarly.

Lemma 3.3. Let X be a locally reflexive operator space and let YCX � be a subspace.

Assume that there exist a net of finite-dimensional operator spaces ðFiÞ and nets of

maps ri : Fi-Y and si : X �-Fi such that siri ¼ idFi
and risijY converges in the point-

norm topology to idY and

sup
i

jjsijjcbjjrijjcbpC1:

If Tj : X-X is a net of finite rank maps converging in the point-norm topology to idX

such that T�
j ðX �ÞCY and

sup
j

jjTjjjcbpC2;

then for every finite-dimensional subspace ECX ; every finite-dimensional subspace

LCY and 0oeo1 there exist an index iAI ; r : F�
i -X and s : X-F�

i with sr ¼ idF �
i

such that the projection Q ¼ rs : X-X satisfies

(i) QðxÞ ¼ x and Q�ðyÞ ¼ y for all xAE; yAL;
(ii) Q�ðX �ÞCY ;
(iii) jjQjjcbpjjrjjcbjjsjjcbpð1 þ eÞC1lcrðXÞðC1lcrðX Þ þ C2 þ C1C2lcrðX ÞÞ:

Proof. For a finite-dimensional subspace ECX ; we apply Lemma 1.2 and the
assumption to obtain a finite rank map T : X-X with jjT jjcbpð1 þ eÞC2;
T�ðX �ÞCY and T jE ¼ idE : Let G ¼ spanðL,T�ðX �ÞÞCY and apply Corollary 1.3
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to find r : Fi-Y ; s : X �-Fi such that sr ¼ idFi
; rsjG ¼ idG;

jjsjjcbp1 and jjrjjcbpð1 þ eÞC1:

Let us denote G0 ¼ spanðG,rðFÞÞ and apply the local reflexivity of X to find
v : F�

i -X such that v�ðx�Þ ¼ sðx�Þ for all x�AG0 and

jjvjjcbpð1 þ eÞlcrðX Þ:

In particular, v�r ¼ idFi
: We define P ¼ vr�jX : X-X and observe that P� ¼ rv� is a

projection on X �: Thus P is a projection on X : Let us note that

P�jG ¼ rv�jG ¼ rsjG ¼ idG:

We define Q ¼ T þ P � PT and deduce from T�ðX �ÞCG

½Q��2 ¼ P�T�ðidX � � P�Þ þ P�P� ¼ Q�:

Hence Q is a projection on X : Let xAE; then

QðxÞ ¼ TðxÞ þ PðxÞ � PðTðxÞÞ ¼ TðxÞ ¼ x:

As above in the proof of Lemma 3.2, we obtain Q�ðx�Þ ¼ x� for all x�AG and ðiÞ is
proved. In particular, we deduce Q�r ¼ r and hence

v�Q�r ¼ v�r ¼ idFi
:

By duality we get r�Qv ¼ idF�
i
: We put w ¼ Qv and observe from T�ðX �ÞCG

ðwr�jX Þ
� ¼ rv�Q� ¼ P�½T� þ P� � T�P�� ¼ Q�

and hence wr�jX ¼ Q: Since Q�ðX �ÞCP�ðX �Þ ¼ rðFiÞCY ; we have proved (ii).

Finally, we deduce the norm estimate

jjr�jjcbjjwjjcbp ð1 þ eÞ2C1lcrðXÞðjjðidX � PÞT jjcb þ jjPjjcbÞ

p ð1 þ eÞ4C1lcrðXÞðC2ð1 þ lcrðXÞC1Þ þ lcrðX ÞC1Þ: &

Corollary 3.4. Let X be an operator space which satisfies the assumptions of Lemma

3.2 (respectively, Lemma 3.3). Then for every finite rank map T : X-X with

TðX �ÞCY and e40 there exist a projection Q : X-X such that QT ¼ TQ ¼ T ;
Q�ðX �ÞCY ; and an index i with r : Fi-X ; s : X-Fi; (respectively, r : F�

i -X ;
s : X-F�

i ) such that Q ¼ rs and

jjQjjcbpjjrjjcbjjsjjcbpð1 þ eÞC1ðC1 þ C2lcrðXÞ þ C1C2lcrðX ÞÞ
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ðrespectively;

jjQjjcbpjjrjjcbjjsjjcbpð1 þ eÞC1lcrðX ÞðC1C2lcrðXÞ þ C2 þ C1C2lcrðXÞÞÞ:

If in addition X is separable, we can find a sequence ðQnÞ of projections converging in

the point-norm topology to idX satisfying the same norm estimates and

QnQnþ1 ¼ Qnþ1Qn ¼ Qn

for all nAN: If in addition Y is separable, ðQnÞ can be chosen to satisfy also

lim
n

Q�
nðyÞ ¼ y

for all yAY :

Proof. Let E ¼ TðXÞ and L ¼ T�ðX �ÞCY : According to Lemma 3.2 (respectively,
Lemma 3.3), we can find a projection Q : X-X with QjE ¼ idE and Q�jL ¼ idL and

the corresponding factorization properties. Then we have

QT ¼ T and Q�T� ¼ T�:

Hence TQ ¼ ðQ�T�Þ� ¼ T : If X is separable, we may consider a dense sequence ðxnÞ
in X and use Lemma 3.2 (respectively Lemma 3.3) in order to obtain an increasing
sequence of finite-dimensional spaces EnCX ; LnCY and Qn ¼ rnsn such that xnAEn

and

QnjEn
¼ idEn

; Q�
njLn

¼ idLn
; QnðXÞCEnþ1 and Q�

nþ1ðX �ÞCLnþ1:

Then, we deduce

Qnþ1Qn ¼ Qn and QnQnþ1 ¼ Qn:

If in addition Y is separable, we may choose a dense sequence ðynÞCY and achieve
Q�

nðynÞ ¼ yn for all n: The norm estimates follow from Lemma 3.2 (respectively

Lemma 3.3). &

Theorem 3.5. Let 1pp; p0pN with 1
p
þ 1

p0 ¼ 1 and X a COLp space. For p ¼ N assume

in addition that X is locally reflexive. If X � has the CBAP, then X � is a COLp0 space and

COLp0 ðX �ÞpCOLpðXÞðCOLpðX Þ þ LðX �ÞlcrðX Þ þ COLpðXÞLðX �ÞlcrðXÞÞ:

Proof. Let X be a COLp space. Note that for 1opoN; we deduce from Lemma 1.5

that X is reflexive. For p ¼ 1; we note that a COL1 space is completely isomorphic
to a subspace of an ultraproduct

Q
U S1 (see the proof of Proposition 1.6). Since

ð
Q

U S1Þ� is a von Neumann algebra [Gr], we deduce from [EJR] that
Q

U S1 and thus

X are both locally reflexive. Therefore, we can assume that X is locally reflexive for
all 1pppN: If X � has the CBAP, we can apply Lemma 3.2 to Y ¼ X � and find for
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every finite-dimensional subspace LCX � a finite-dimensional C�-algebra A and r ¼
rL : LpðAÞ-X ; s ¼ sL : X-LpðAÞ such that sr ¼ idLpðAÞ and s�r�jL ¼ idL: Hence

we get r�s� ¼ idLp0 ðAÞ: The net ððrLÞ; ðsLÞÞL of such maps indexed by the finite-

dimensional subspaces of X � yields the assertion. The estimate on COLp0 ðX �Þ
follows from Lemma 3.2. &

The next lemma is well-known in Banach space theory.

Lemma 3.6. Let X be a locally reflexive operator space, YCX � a subspace and ðTiÞ a

net of finite rank maps Ti : X �-Y such that TijY converges in the point-norm topology

to idY ; Ti converges in the point-weak� topology to idX � ; and

sup
i

jjTijjcboC:

Then there exists a net of finite rank maps Si : X-X such that Si converges in the

point-norm topology to idX ; S�
i jY converges in the point-norm topology to idY ;

S�
i ðX �ÞCY for all iAI ; and

sup
i

jjSijjcbplcrðXÞC:

Proof. Given e40 and finite-dimensional subspaces LCY ; FCX �; ECX ; we
can apply Lemma 3.1 to find S ¼ SL;F ;E;e : X-X such that jjSjjcbplcrðXÞC;
S�ðX �ÞCY and

jjS�ðyÞ � yjjpejjyjj and j/x�;SðxÞ � xSjpejjxjj jjx�jj

for all yAL; x�AF and xAE: Then the new net ðSL;F ;E;eÞ converges in the point-weak

topology to idX and ðS�
L;F ;E;ejY Þ converges in the point-norm topology to idY :

A net ðSaÞ of convex combinations of these maps converges in the point-norm
topology to idX and the dual net ðS�

a jY Þ still converges in the point-norm topology

to idY : &

Corollary 3.7. Let X be a locally reflexive operator space such that X � has the CBAP,
then X has the CBAP.

Proof. Apply Lemma 3.6 to Y ¼ X � and C ¼ LðX �Þ: &

The case p ¼ 1 in the following theorem seems to be particularly interesting.

Theorem 3.8. Let 1pp; p0pN with 1
p
þ 1

p0 ¼ 1 and X � a COLp space. If p ¼ 1 assume

in addition that X is locally reflexive. Then X is a COLp0 space and

COLpðXÞpCOLp0 ðX �Þ2lcrðXÞ2ð2 þ COLp0 ðX �ÞÞ:
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Proof. Let us consider 1opoN first. Then every COLp is an OLp space and

hence reflexive according to Lemma 1.5. If p ¼ N and X � is a COLN space, we
see that the identity on X � factors through an ultraproduct

Q
U An; where An are

finite-dimensional C�-algebras. Then the inclusion map i : X-X �� factors through

ð
Q

U AnÞ� which is the predual of a von Neumann algebra. Since preduals of

von Neumann algebras are locally reflexive [EJR], we deduce that X is locally
reflexive. Thus either by the argument above or by assumption, we may assume
that X is locally reflexive. Obviously, X � has the CBAP. Then X has the CBAP
according to Corollary 3.7. Hence, Lemma 3.3 applies for Y ¼ X � and yields the
assertion. &

Let us continue with immediate applications of Theorem 3.8.

Corollary 3.9. Let 1op; p0oN with 1
p
þ 1

p0 ¼ 1 and X an operator space. Then X is a

COLp space if and only if X � is a COLp0 space.

Proof. According to Lemma 1.5 every OLp and in particular every COLp space is

reflexive (and thus locally reflexive). Since X has the CBAP, we deduce that X ¼ X ��

has the CBAP and therefore Corollary 3.7 implies that X � has the CBAP. According
to Theorem 3.5 X � is a COLp0 space. Conversely, if X � is a COLp0 space, we can

apply what we just proved to deduce that X � is reflexive and X ¼ X �� is a COLp

space. &

Proposition 3.10. Let N be a hyperfinite von Neumann algebra. Then N� is a COL1

space with COL1ðN�Þ ¼ 1:

Proof. First let us assume that M is a hyperfinite von Neumann algebra that acts on
a separable Hilbert space. By the result in [ER1], we see that M� is a rigid OL1 space,
i.e. there exists a dense family of complete isometric copies of finite-dimensional non-
commutative L1 spaces. Now, we consider an arbitrary N: In the Appendix of
[GGMS] Haagerup showed that for every separable subspace FCN�; there is a
countably generated von Neumann subalgebra MCN with a normal conditional
expectation E : N-N onto M such that the pre-adjoint map E� : N�-N� satisfies
E�ðxÞ ¼ x for all xAF : In particular, for every finite-dimensional subspace FCN�;
we find M as above such that FCE�ðM�ÞCN� and E� is completely isometric. By the
first part M� is a rigid OL1 space and therefore F is arbitrarily close to a complete
isometric copy of L1ðAÞCE�ðM�Þ with A finite dimensional. Since F is arbitrary, we
deduce that N� is a rigid OL1 space. Finally, we apply the results from Ng and
Ozawa (see [NO]) and obtain that completely isometric copies of L1ðAÞ are
automatically completely contractively complemented in N�: Hence N� is COL1

space with COL1ðN�Þ ¼ 1: &

We will now improve the estimate OLNðAÞp6 (which improved former results of
Kirchberg [Ki2]) for nuclear C�-algebras in [JOR].
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Theorem 3.11. Let A be a nuclear C�-algebra, then

OLNðAÞ ¼ COLNðAÞp3:

Proof. By the results in [EL, Theorem 6.4] A�� is hyperfinite and thus by Proposition
3.10 A� satisfies COL1ðA�Þ ¼ 1: According to [AB,EH] A is locally reflexive and thus
we can apply Theorem 3.8 and deduce

COLNðAÞp1212ð2 þ 1Þ ¼ 3: &

Let us conclude this section by showing that the local reflexivity assumption in
Theorem 3.8 and Corollary 3.7 is necessary.

Proposition 3.12. For every nAN there exist an operator space Yn and a sequence m

such that Y �
n is completely isometric to cn

1"1c1ðs1ðmÞÞ but

LðYnÞX
ffiffiffi
n

p

2
:

In particular, the (operator space) dual Y � of the c0 sum Y ¼ ð
P

n"YnÞc0
is a COL1

space, but Y does not have the CBAP and thus is not an OLN space.

Proof. The idea of this ‘pull-back’ construction Yn goes back to Kirchberg [Ki2]. We
will use the form presented in [OR, Lemma 4.5]. By [OR, Lemma 4.8], there exist a

constant cnA½
ffiffi
n

p

2
;
ffiffiffi
n

p
� and a sequence of hyperfinite maps uk : cn

N
-Mmk

such that

jjuk#idMmk�1
jjp1;

jju�1
k : ukðcn

N
Þ-cn

N
jjpk þ 1

k
p2;

k � 1

k
cnpjjuk#idMmk

jj ¼ jjukjjcbpcn:

Let us recall that for m ¼ ðmkÞ we use the notations sNðmÞ for the c0-sum and bðmÞ
for cN-product. Then, we consider the map u ¼ ðukÞk : cn

N
-bðmÞ and the image

F ¼ uðcn
N
Þ: We denote by p : bðmÞ-bðmÞ=sNðmÞ the quotient homomorphism. The

interesting pull-back space is

Yn ¼ p�1ðpuðcn
N
ÞÞ ¼ uðcn

N
Þ þ sNðmÞ ¼ F þ sNðmÞ:

Let us state some known facts. The quotient space Yn=sNðmÞ is completely isometric
to cn

N
[OR, Theorem 4.7]. Using the orthogonal decomposition of

bðmÞ�� ¼ bðmÞ
M
N

½bðmÞ=sNðmÞ���
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it turns out that

Y �
nDcn

1

M
1

s1ðmÞ ð3:1Þ

holds completely isometrically. We refer to [ER2, Theorem 14.5.6] for related details.
Now, we want to show that Yn has a bad CBAP constant. We will need a ‘nice’
projection onto F with a bad norm. Indeed, we can extend the maps

u�1
k : ukðcn

N
Þ-cn

N
to maps vk : Mmk

-cn
N

of norm less than 2. Then, we define

v : bðmÞ-cn
N

by

/vððxkÞÞ; ejS ¼ lim
k;U

/vkðxkÞ; ejS;

where U is a free ultrafilter on N: Clearly, vuðxÞ ¼ x for every xAcn
N

and v vanishes

for elements xAsNðmÞ: Hence P ¼ uvjYn
: Yn-F is a projection onto F (of cb-norm

p2
ffiffiffi
n

p
and PjsNðmÞ ¼ 0). Furthermore, we will need the projections Qm : bðmÞ-bðmÞ

defined by

ðQmðxkÞÞk ¼
xk if k4m;

0 else:

�
Note that QmðsNðmÞÞCsNðmÞ and vQm ¼ v: Let now T : Yn-Yn be a finite rank
map such that T jF ¼ idF : We consider the map V ¼ T jsNðmÞ : sNðmÞ-bðmÞ and

claim that for every e40 there exists an l such that jjVQl jsNðmÞjjcbpe: Indeed, let

G ¼ ImðVÞ be the finite-dimensional range and consider the restriction
V : sNðmÞ-G: Then V �ðG�ÞCs1ðmÞ is contained in a finite-dimensional subspace.
Thus, we can find an l such that for the projection Pl onto the l first coordinates
we have

jjPlV
�ðgÞ � V �ðgÞjjp e

dimðGÞ jjgjj:

Using (2.3), we deduce jjPlV
� � V �jjcbpe and therefore

jjVQl jsNðmÞjjcb ¼ jðV � VPlÞQl jsNðmÞ þ VPlQl jsNðmÞjjcb

p jjV � VPl jjcb ¼ jjV � � PlV
�jjcbpe:

Let us consider the subspace

Yn;l ¼ F þ QlðsNðmÞÞCYn:

Using

ðidYn
� TÞ ¼ ½ðidYn

� TÞP þ ðidYn
� TÞðidYn

� PÞ� ¼ ðidYn
� TÞðidYn

� PÞ

¼ ðidYn
� PÞ � TðidYn

� PÞ:
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We deduce from ðidYn
� PÞðYn;lÞCQlðsNðmÞÞCsNðmÞ that

jjðidYn
� PÞjYn;l

jjcb ¼ jjðidYn
� TÞjYn;l

þ TðidYn
� PÞjYn;l

jjcb

p jjðidYn
� TÞjYn;l

jjcb þ jjðT jsNðmÞÞQlðidYn
� PÞjYn;l

jjcb

p jjðidYn
� TÞjjcb þ jjVQl jsNðmÞjjcb

p jjidYn
� T jjcb þ ep1 þ eþ jjT jjcb:

Let us note that ðidYn
� PÞjYn;l

leaves Yn;l (and QlðFÞ þ QlðsNðmÞÞ) invariant and is a

projection onto QlðsNðmÞÞ: However, the space Yn;l ¼ F þ QlðsNðmÞÞ (more

precisely QlðFÞ þ QlðsNðmÞÞ) also satisfies the conditions from [OR, Lemma 4.5]
and therefore ffiffiffi

n
p

2
pjjðI � PÞjYn;l

jjcbp1 þ eþ jjT jjcb:

Since e40 is arbitrary this implies ffiffiffi
n

p

2
� 1pjjT jjcb:

In view of the perturbation Lemma 1.4, we obtain LðYnÞX
ffiffi
n

p

2
� 1: Using (3.1)

and mn for the sequence obtained at the n-step, we deduce that the dual space of
ð
P

n"YnÞc0
is completely isometric to

X
n

"ðcn
1"1s1ðmnÞÞ

 !
1

Dc1"s1ð *mÞ:

Here *m is obtained as the union of the mn’s. Hence ð
P

n"YnÞ�c0
is completely

isometric to the predual of an hyperfinite, semifinite von Neumann algebra. Since Yn

is completely contractively complemented in ð
P

n"YnÞc0
; the second assertion is

obvious. &

Problems 3.13. (i) Let 1opoN: Does X �OLp imply that X is OLp0?

(ii) Is the constant 3 in Theorem 3.11 best possible?
(iii) Is every OLN space locally reflexive?

4. Basis for COLp spaces

Let us outline how a basis for Lp spaces is obtained in the commutative case.

Following the work of Johnson et al. [JRZ], Nielsen and Wojtaszczyk showed
in [NW] that for every Lp space X there is an increasing sequence of integers ðnkÞ
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such that

X "p

X
k

"cnk
p

 !
p

has a ‘nice’ FDD and therefore has a basis (see Proposition 4.2 below for the non-
commutative counterpart). However, since every Lp space contains cp complemen-

ted, Pe"czyński’s decomposition trick can be used to prove that X is isomorphic to
X"pð

P
k"cnk

p Þ and thus X itself has a basis.

Using the results from Raynaud and Xu [RX], we could apply similar techniques
for arbitrary separable COLp spaces containing complemented Sn

p’s. However, the

results of [RX] do not hold for p ¼ N and this corresponds to the separate treatment
of the case p ¼ N in the commutative case (see [JRZ,NW]). Moreover, in the
commutative case the Pe"czyński decomposition trick was used for poN only as a
matter of convenience, because a complemented version of cp has anyway been

available. Following a suggestion of W. B. Johnson, we will prove the existence of a
nice FDD and a basis entirely relying on local properties of the underlying COLp

space, see Lemma 4.5 below, and not relying on the results in [RX]. Even for Banach
spaces this approach is new, although certainly known to specialists. This also covers
the case p ¼ N and therefore provides bases for nuclear C�-algebras. Moreover,
using Lemma 4.5 unifies the approach to the basis problem for Lp spaces

(1pppN).
In analogy with theory of Banach spaces, we will need operator space FDDs. An

operator space X has a completely bounded finite-dimensional decomposition (in short
cb-FDD) if there exist a constant K and a sequence ðFnÞ of finite-dimensional
subspaces such that every element xAX has a unique decomposition x ¼

P
n xn with

xnAFn and

X
npN

an#xn

�����
�����

�����
�����
MmðX Þ

pK
X
nAN

an#xn

�����
�����

�����
�����
MmðXÞ

for all N;mAN and ðanÞCMm: If this holds for a particular K ; we say that X has a
K-cb-FDD. Equivalently, the projections PN : X-

P
npNFn satisfy jjPN jjcbpK :

Proposition 4.1. Let 1pppN and X a separable COLp space (and locally reflexive

for p ¼ N) such that X � has the CBAP, then X has a cb-FDD.

Proof. Since a COLp space is locally reflexive for 1ppoN (see Lemma 1.5 and

the proof of Theorem 3.8 for p ¼ 1), we can apply Corollary 3.4 and obtain
an increasing sequence ðQnÞn: The cb-FDD is then given by X ¼ Q1ðX ÞþP

N

n¼1ðQnþ1 � QnÞðXÞ: &
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The next Lemma provides the cb-FDD for a suitable enlargement of a COLp

space following the work of Nielsen and Wojtaszczyk [NW]. This approach provides
better constants than the purely local techniques in Lemma 4.5 and is algebraically
simpler.

Proposition 4.2. Let 1pppN and X a separable operator space such that there exists

an increasing sequence ðQnÞ of projections Qn : X-X satisfying

QnQnþ1 ¼ Qnþ1Qn ¼ Qn and lim
n

QnðxÞ ¼ x

for all xAX : If moreover, for all nAN there exist finite-dimensional operator spaces Fn

and maps rn : Fn-X ; sn : X-Fn satisfying Qn ¼ rnsn and snrn ¼ idFn
with

jjsnjjcbjjrnjjcbpC;

then the space Z ¼ X"pð
P

N

n¼1"FnÞp ðZ ¼ X"Nð
P

N

n¼1"FnÞc0
for p ¼ NÞ admits

a cb-FDD Z ¼
P

N

n¼1Zn with projections PN : Z-
PN

n¼1Zn such that

jjPN jjcbpC; ð4:1Þ

dcbðZn;FnÞp4C2; ð4:2Þ

dcb

XN

n¼1

Zn;
XN

n¼1

"Fn

 !
p

0@ 1ApC: ð4:3Þ

Proof. Motivated by QnðXÞ ¼ Qn�1ðXÞ þ ðQn � Qn�1ÞðX Þ; we define

Yn ¼ ðQn � Qn�1ÞðXÞCX and Zn ¼ Yn"pFn�1:

Here we use Q0 ¼ f0g and F0 ¼ f0g: By scaling, we may assume that for every nAN

we have jjrnjjcbp1 and jjsnjjcbpC: For any fixed nAN; we consider Tn : Zn-Fn given

by Tnðy þ xÞ ¼ snðyÞ þ snrn�1ðxÞ and T�1
n ð f Þ ¼ ðQn � Qn�1Þrnð f Þ þ sn�1rnð f Þ:

Then

jjT jjcbjjT�1jjcbp ðjjsnjjp
0

cb þ jjsnrn�1jjp
0
Þ

1
p0 ðjjðQn � Qn�1Þrnjjpcb þ jjsn�1rnjjpcbÞ

1
p

pC2
1
p0 ðð2CÞp þ CpÞ

1
pÞp4C2:
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This proves (4.2). Let F ¼ ð
P

N

n¼1"Fn�1Þp: For p ¼ N we use the c0-sum. We want

to show the cb-FDD of

Z ¼ X "p F ¼
XN
n¼1

Zn:

By density we can assume that z ¼ x þ f and there exists an NAN such that

QNðxÞ ¼ x and f ¼
XN

n¼1

fn�1 with fn�1AFn�1:

By definition Q0 ¼ 0; hence we deduce

z ¼ x þ f ¼ QNðxÞ � 0 þ f ¼
XN

n¼1

½ðQn � Qn�1ÞðxÞ þ fn�1�A
XN

n¼1

Zn:

Clearly, we have YnCQNðXÞ for all npN: Therefore, this argument shows for all
NAN

QNðXÞ"p

XN

n¼1

"Fn�1

 !
p

¼
XN

n¼1

Zn:

On the other hand, we deduce

dcb

XN

n¼1

Zn;
XN

n¼1

"Fn

 !
p

0@ 1A ¼ dcb QNðXÞ"p

XN�1

n¼1

"Fn

 !
p

;FN"p

XN�1

n¼1

"Fn

 !
p

0@ 1A
p dcbðQNðX Þ;FNÞpjjrnjjcbjjsnjjcbpC:

Moreover, we have a projection PN : Z-
PN

n¼1Zn defined by

PNðx; f Þ ¼ QNðxÞ þ
XN

n¼1

fn�1;

where f has components f ¼
P

n fn�1: It is obvious that jjPN jjcbpjjQN jjcbpC: &

Remark 4.3. In the proof above, the cp-sum of the Fn’s can be replaced by a space

with a cb-FDD F ¼
P

n"Fn: This is interesting for rectangular versions of COLp

spaces.

The following elementary distance estimate is useful when dealing with orthogonal
decompositions.
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Lemma 4.4. Let P and Q be projections on operator spaces X and Y, respectively. Then

dcbðX ;Y Þp ðjjPjjcb þ jjidX � PjjcbÞðjjQjjcb þ jjidY � QjjcbÞ

� maxfdcbðPðX Þ;QðY ÞÞ; dcbððidX � PÞðX Þ; ðidY � QÞðYÞÞg:

Proof. Let u : PðXÞ-QðY Þ be an isomorphism with jjujjcbp1; and v : ðidX �
PÞðXÞ-ðidY � QÞðYÞ be an isomorphism with jjvjjcbp1: (By convention, the

right-hand side is N if either PðX Þ; QðYÞ or ðidX � PÞðXÞ; idY � QðYÞ are not
completely isomorphic.) We define w ¼ uP þ vðidX � PÞ and observe that w is

invertible with w�1 ¼ u�1Q þ v�1ðidY � QÞ: The triangle inequality yields the norm
estimate. &

The following rather technical lemma allows us to construct nice FDD by using
entirely local techniques suggested by W.B. Johnson. The idea of the proof is an
application of the well-known principle ‘‘robbing Peter to pay Paul’’.

Lemma 4.5. Let 1pppN and X a separable operator space together with a subspace

YCX � satisfying the assumptions of Lemma 3.2 (respectively Lemma 3.3). We assume

in addition that for every finite rank map T : X-X ; every e40; and every space

F ¼ ðFi1"p?"pFinÞ (respectively F ¼ ðF �
i1
"p?"pF �

in
Þ) there exist a : F-X ; b :

X-F such that ba ¼ idF ; b
�ðF �ÞCY and

jjajjcbjjbjjcbpC3 and jjTajjcbpe:

Then X admits a cb-FDD

X ¼
X

n

Zn

such that for every nAN; there exists an index in with

dcbðZn;FinÞpC ðrespect: dcbðZn;F�
in
ÞpCÞ

and for NAN

dcb

XN

n¼1

Zn;
XN

n¼1

"Fin

 !
p

0@ 1ApC respect: dcb

XN

n¼1

Zn;
XN

n¼1

"F�
in

 !
p

0@ 1ApC

0@ 1A:

Here the constant C depends only on lrcðX Þ; C1; C2 in Lemma 3.2 (respectively Lemma

3.3) and C3 above.

Proof. We will give the proof under the assumptions of Lemma 3.2. The
modifications for the assumptions of Lemma 3.3 will then be obvious. Let ðxnÞ be
a dense sequence in X : By induction we will construct a sequence ðinÞ of indices in I ;
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two sequences ðQnÞ and ðPnÞ of projections on X such that for all nAN

(1) jjQnjjcbpc;
(2) QnQnþ1 ¼ Qnþ1Qn ¼ Qn;
(3) xnAQnðXÞ;
(4) dcbðQnðXÞ;FinÞpc;
(5) ImðQ�

nÞCY ;
(6) jjPnjjcbpd;
(7) PnQn ¼ QnPn ¼ 0;
(8) ImðP�

nÞCY ;
(9) PnQnþ1 ¼ Qnþ1Pn ¼ Pn;

(10) dcbðPnðX Þ; ð
Pn�1

k¼1 "FikÞpÞpd:

Here the constants c and d only depend on lrcðXÞ; C1; C2 in Lemma 3.2 and C3

above.
In the first step of the induction, we apply Corollary 3.4 in order to obtain i1AI

and a projection Q1 on X such that (1), (3)–(5) above hold for n ¼ 1: We simply set
P1 ¼ 0 and Q0 ¼ 0: Now we assume that i1;y; in in I and projections Q1;y;Qn; P1;
y,Pn on X are found satisfying the required properties for all k ¼ 1;y; n: Then
according to Corollary 3.4, we can find an index inþ1AI and a projection Qnþ1 such
that (1), (3)–(5) hold and such that

Qnþ1ðQn þ PnÞ ¼ ðQn þ PnÞQnþ1 ¼ Qn þ Pn:

Thus from (7) we deduce that (2) and (9) hold, too. In order to construct Pnþ1; we
consider

F ¼ Fi1"p?"pFin :

By assumption there exist a : F-X ; b : X-F such that ba ¼ idF ; b
�ðF �ÞCY and

jjajjcbpC3; jjbjjcbp1 and jjQnþ1ajjcbp
1

2C3
:

Then we see that

jjidF � bðidX � Qnþ1Þajjcb ¼ jjbQnþ1ajjcbp1=2:

Thus bðidX � Qnþ1Þa is invertible and its inverse w : F-F satisfies jjw�1jjcbp2: Let

us define

*a ¼ ðidX � Qnþ1Þa; *b ¼ wbðidX � Qnþ1Þ:

Then *b*a ¼ idF and we obtain the norm estimates

jj*ajjcbpð1 þ cÞC3; jj *bjjcbp2ð1 þ cÞ:
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Therefore, Pnþ1 ¼ *a *b is a projection on X with Pnþ1Qnþ1 ¼ Qnþ1Pnþ1 ¼ 0: This
proves (7). Using ImðP�

nþ1ÞCImðQ�
nþ1Þ þ Imðb�ÞCY ; we obtain conditions (6)–(10)

at ðn þ 1Þth step with d ¼ 2ð1 þ cÞ2C3: This concludes the inductive construction.
With the help of the two sequences ðQnÞ and ðPnÞ; we can easily construct the

desired cb-FDD for X : Indeed, for nAN we let (with Q0 ¼ P0 ¼ 0)

Zn ¼ ðQn � Qn�1 � Pn�1ÞðXÞ þ PnðX Þ:

Then, we deduce for Rn ¼ Qn � Qn�1 � Pn�1 and by elementary calculation with
"1 that

dcbðFin ;ZnÞp dcbðFin ;QnðX ÞÞdcbðQnðXÞ;RnðXÞ þ PnðX ÞÞ

p cðjjRnjjcb þ jjQn�1 þ Pn�1jjcbÞ

� dcbðRnðXÞ"1ðQn�1 þ Pn�1ÞðXÞ;RnðXÞ þ PnðX ÞÞ

p cð3c þ 2dÞdcbðRnðX Þ"1PnðXÞ;RnðX Þ þ PnðXÞÞ

� dcbðPnðX Þ; ðQn�1 þ Pn�1ÞðX ÞÞ

p cð3c þ 2dÞðjjRnjjcb þ jjPnjjcbÞ

� dcbððQn�1 þ Pn�1ÞðX Þ;Fin�1
"pFi1"p?"pFin�2

Þ

� dcbðPnðX Þ;Fi1"p?"pFin�1
Þ

p cð3c þ 2dÞð2c þ 2dÞ4ðmaxfc; dgÞd:

In the last line we used Lemma 4.4 for X ¼ Fin�1
"pðFi1"p?"pFin�2

Þ: Moreover,

we have

XN

n¼1

Zn ¼ QNðXÞ þ PNðXÞ:

By (7) QN þ PN is a projection on X : Therefore, by the density of ðxnÞ in X and by
(1), (3), (6), we deduce that

P
nZn is a cb-FDD of X with constant pc þ d:

Moreover, by Lemma 4.4 we deduce

dcb

XN

n¼1

Zn;Fi1"p?"pFiN

 !
p2ð1 þ 2jjQN jjcbÞ
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� maxfdcbðQNðXÞ;FiN Þ; dcbðPNðXÞ;Fi1"p?"pFiN�1
Þg

p2ð1 þ 2cÞmaxfc; dg:

The assertion is proved. &

Let us indicate a natural cb-basis for the spaces spðmÞ: The following proposition

is well-known. We add a proof for the convenience of the reader.

Proposition 4.6. Let 1pppN: Then Sp has a 2-cb-basis given by the enumeration

e11; e12; e22; e21; e13; e23; e33; e32; e31;y of the matrix units obtained by counting down

the nth column and then returning on the nth row from the right to the left.

Proof. Let us denote by ðxnÞ the natural basis of Sp indicated above. More precisely,

for every NAN the first N2 basis elements are the matrix units ðeijÞi;j¼1;y;N : In

particular, x1 ¼ e11: The next ðN þ 1Þ2 � N2 ¼ 2N þ 1 basis elements are obtained
by counting down the ðN þ 1Þth column

xN2þ1 ¼ e1ðNþ1Þ; xN2þ2 ¼ e2ðNþ1Þ;y; xN2þNþ1 ¼ eðNþ1ÞðNþ1Þ:

Then, we return on the ðN þ 1Þth row from the right to the left

xN2þNþ2 ¼ eðNþ1ÞN ; xN2þNþ3 ¼ eðNþ1ÞðN�1Þ;y; xðNþ1Þ2 ¼ eðNþ1Þ1:

For iAN; we denote by pi be the projection onto the i-dimensional subspace ci
2Cc2:

Let ENðxÞ ¼ pNxpN be the projection onto the matrices in the upper left N � N

corner. Then DN : Sp-Sp defined by DN ¼ ENþ1 � EN is a projection. For

convenience, we set D0 ¼ E1: Given N2onpðN þ 1Þ2; we define i ¼ n � N2: If
ipN; the projection onto spanfxk j kpng can be described by

PnðxÞ ¼ ENðxÞ þ piDNðxÞ:

This can be written as a sum of two projections onto rectangular boxes. Hence
jjPnjjcbp2: Similarly, if Noio2N þ 1; we have

PnðxÞ ¼ ENðxÞ þ DNðxÞðidc2
� p2Nþ1�iÞ;

again the projection onto a large and very small rectangular box. For i ¼ ðN þ 1Þ2
we use EðNþ1Þ: Since in any case Pn is the sum of two projections onto rectangular

blocks, we obtain JPnJcbX2: &

In the following we call this the natural basis of Sp:

Corollary 4.7. Let 1pppN and m ¼ ðmðnÞÞ a sequence of natural numbers, then

spðmÞ has a (natural) cb-basis ðxnÞ with constant 2.
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Proof. Let m ¼ ðmðnÞÞnAN: For each n; we use the natural basis for Smn
p constructed

above and join them together in the cp-sum. &

Definition 4.8. Let ðbkÞ be a cb-basis of an operator space X and m a sequence of
natural numbers. We say that the basis ðbkÞ is initially equivalent to spðmÞ if there

exists a constant C40 such that

dcbðspanfbk j kpng; spanfxk j kpngÞpC

for all nAN: Note that the basis depends on the ordering of m:

The following observation is contained in [JRZ] in the context of Banach spaces.

Lemma 4.9. Let X be an operator space with a FDD

X ¼
X

n

Zn:

Assume each Zn has a cb-basis fbn
1;y; bn

kn
g with constant c1 independent of n; then X

has a cb-basis ðbnÞ: Moreover, for every n there exist N and j such that

dcbðspanfb1;y; bng;
X
kpN

Zk þ spanfbNþ1
1 ;y; bNþ1

j g
 !

pc;

where c only depends on c1 and the cb-FDD-constant in X ¼
P

k Zk:

Proof. Let us denote by QN : X-
P

npN Zn the projection onto the first N blocks.

The cb-basis is simply given by b1
1;y; b1

k1
; b2

1;y; b2
k2
;y : We define mðNÞ ¼PN

j¼1 kj: Let mðNÞonpmðN þ 1Þ and choose j such that n ¼ mðNÞ þ j: Let P̃j :

ZNþ1-spanfbNþ1
1 ;y; bNþ1

j g: Then the projection Pn onto the span of the first n

elements is given by Pn ¼ QN þ P̃jðQNþ1 � QNÞ: It is easily checked that QNPn ¼
QN and QNþ1Pn ¼ Pn and thus we have found a cb-basis. The second statement is
obvious in view of Lemma 4.4. &

Let us state our main result on bases for COLp spaces (see the beginning of

Section 2 for the technical notion ‘with respect to Y ’).

Theorem 4.10. Let 1pppN and X a separable operator space such that one of the

following conditions is satisfied:

(i) 1opoN; and X is a COLp space;

(ii) p ¼ 1; X is a COL1 space and there is a subspace YCX � with the CBAP such

that X is a COL1 space with respect to Y ;
(iii) p ¼ N; X is a locally reflexive COLN space and there is a subspace YCX � with

the CBAP such that X is a COLN space with respect to Y :
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Then X has a cb-basis initially equivalent to some spðmÞ: Moreover, the basis constant

can be estimated by a function depending only on COLpðX Þ; LðY �Þ and lcrðXÞ:

Proof. Let X be a COLp space (with respect to Y for p ¼ 1 or p ¼ N and being in

addition locally reflexive). For 1opoN; we can apply Corollary 3.9 to deduce that
X � is a COLp0 space and in particular has the CBAP. We put Y ¼ X � in this case

and note that the assumptions of Lemma 3.2 are satisfied. Let

rn : ck1ðnÞ
p ðS1

pÞ"p?"pc
klðnÞðnÞ
p ðSlðnÞ

p Þ-X

and

sn : X-ck1ðnÞ
p ðS1

pÞ"p?"pc
klðnÞðnÞ
p ðSlðnÞ

p Þ

be such that Imðs�nÞCY ; snrn ¼ id; rnsn tends to the identity in the point-norm

topology and supnjjrnjjcbjjsnjjcbpc: We define

km ¼ sup
n

kmðnÞ:

Let us consider two cases.
(a) There exists a strictly increasing sequence of natural numbers mj such that

kmj
X1 for all jAN: Then X contains complemented S

mj
p ’s and thus complemented

Sm
p ’s for all mAN: Using Lemma 2.9, we deduce that the additional assumption in

Lemma 4.5 is satisfied for the family

fLpðAÞ j A finite-dimensional C�-algebrag:

Therefore X admits an FDD

X ¼
X

n

Zn

and there exists a sequence An such that

dcbðZn;LpðAnÞÞpc0

and

dcb

X
npN

Zn;LpðA1Þ"p?"pLpðANÞ
 !

pc0:

Using Lemma 4.9, we deduce that X has a cb-basis which is initially equivalent to

spðmÞ with respect to suitable m formed using LpðAnÞ ¼ ck1
p ðS1

pÞ"p?"pc
klðnÞ
p ðSlðnÞ

p Þ:
(b) There exists mf such that for all m4mf km ¼ 0: Equivalently, lðnÞpmf for all

nAN: If kðmÞ is finite for all mpmf ; then rkðrnÞp
Pmf

m¼1 kðmÞm2 and hence X is finite
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dimensional. Therefore, X is cb-isomorphic to LpðAÞ for some finite dimensional A:

In the following, we assume X is infinite dimensional and denote by m1 be the biggest
m such that kðmÞ is infinite. Unfortunately, we do not know that m1 ¼ mf : We

consider kf ðnÞ ¼
P

mpmf
kmðnÞ and fix a free ultrafilter U: Modifying rn and sn; we

obtain a factorization

iX : X �!ðs0nÞ Y
n;U

ckf ðnÞ
p ðSmf

p Þ �!ðr0nÞ X ��:

Since
Q

n;U c
kf ðnÞ
p is an abstract Lp space, we may assumeY

n;U

ckf ðnÞ
p ¼ LpðO;B; mÞ

for some measure space ðO;B; mÞ: Then, we obtain completely bounded factoriza-
tions

iX : X !a LpðO;B; m;Smf
p Þ!b X �� and idX � : X � !b

�

Lp0 ðO;B; m;S
mf

p0 Þ!
a�

X �:

In particular, X � has the CBAP. Passing to a subsequence, we may assume that
ðkm1

ðnÞÞ is increasing and that rn and sn can be written as follows:

rn : ck1ðnÞ
p ðS1

pÞ"p?"pc
km1

ðnÞ
p ðSm1

p Þ"pLpðAÞ-X

and

sn : X-ck1ðnÞ
p ðS1

pÞ"p?"pc
km1

ðnÞ
p ðSm1

p Þ"pLpðAÞ:

Here A is a fixed finite-dimensional von Neumann algebra. Let us define

r1
n ¼ rnjck1ðnÞ

p ðS1
pÞ"p?"pc

km1
ðnÞ

p ðSm1
p Þ

; r2
n ¼ rnjLpðAÞ:

Similarly, we introduce s1
n and s2

n: Now, we can pass to a further subsequence and

assume that s2
n : X-LpðAÞ converges in the point-norm topology to a completely

bounded map s2 : X-LpðAÞ: Let us denote by E ¼ ðs2Þ�ðLp0 ðAÞÞ the finite-

dimensional image. According to Lemma 3.2, we may find a projection Q ¼ rs :
X-X factorizing through LpðBÞ for some finite-dimensional C�-algebra B such that

Q�ðs2Þ� ¼ ðs2Þ�:

This implies

s2Q ¼ s2:
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Let us define k1ðnÞ ¼
P

mpm1
kmðnÞ: Using a free ultrafilter U; we define the maps

s1 ¼ ðs1
nÞ : X-

Y
U

ck1ðnÞ
p ðSm1

p Þ;

and

r1 :
Y
U

ck1ðnÞ
p ðSm1

p Þ-X �� by /r1ððbnÞÞ;x�S ¼ lim
n;U

/r1
nðbnÞ; x�S

r2 : LpðAÞ-X �� by /r2ðbÞ; x�S ¼ lim
n;U

/r2
nðbÞ; x�S:

Then, we deduce for xAX and x�AX � that

x�ðxÞ ¼ lim
n

x�ðrnsnðxÞÞ ¼ lim
n;U

x�ðr2
ns2

nðxÞÞ þ lim
n;U

x�ðr1
ns1

nðxÞÞ

¼/r2s2ðxÞ; x�Sþ/r1s1ðxÞ; x�S:

Hence, the inclusion map iX satisfies

iX ¼ r2s2 þ r1s1:

Using s2Q ¼ s2 and Z ¼ ðI � QÞðXÞ; we deduce

iZ ¼ðI � QÞ��iX ðI � QÞ ¼ ðI � QÞ��ðr2s2 þ r1s1ÞðI � QÞ

¼ ðI � QÞ��r1s1ðI � QÞ:

As above, we observe thatY
n;U

ck1ðnÞ
p ðSm1

p ÞDLpðO0;B0; m0;Sm1
p Þ

for some measure space ðO0;B0; m0Þ: Using conditional expectations onto subalgebras

with finitely many atoms, we see that the space LpðO0;B0; m0;Sm1
p Þ has the gap

p;m1
-

approximation property, i.e. the gap
p with respect to family of spaces ck

pðSm1
p Þ (see

Remark 2.6). Since, Z is locally reflexive, we deduce that Z also has the gap
p;m1

-

approximation property. On the other hand, Z contains complemented cn
pðSm1

p Þ’s far

out. Indeed, since this is true for X ; by Lemma 2.10, there is a cb-complemented
subspace FCX such that F is cb-isomorphic to cn

pðSm1
p Þ and such that P vanishes on

F : Thus FCZ: Therefore, by Theorem 2.2, Z is COLp with respect to the

family ðck
pðSm1

p ÞÞkAN: Finally, putting together this basis with that of QðXÞ; we

obtain a basis of X where the basis constant is controlled in terms of
f ðCOLpðXÞ; lcrðX Þ;LðYÞÞ: &

Remark 4.11. Submitting this paper, we were only able to show in the case (b) that X

has a basis without a control of the basis constant in terms of COLpðXÞ; LðYÞ and
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lcrðX Þ: We are indebted to E. Ricard for his improvement in Lemma 2.9 and for
pointing out a proof in case (b) for 1opoN: His arguments lead to the complete
answer given above.

5. Applications

We want to show the existence of a cb-bases for Lp spaces over a hyperfinite von

Neumann algebra with a separable predual. The argument in Theorem 4.10 provides
such a cb-basis, but the estimate of the basis constant is rather involved. Indeed, the
proof yields a bad constant for type I von Neumann algebras and type I C�-algebras.
Since these examples are very important, we prefer to add a more direct argument.
We will start with the most natural examples of Lp spaces over a hyperfinite

semifinite von Neumann algebra and then establish the CBAP for Lp spaces of

hyperfinite type III algebras (using modular theory). We refer to [Ha5,C1,C2] for
general information on hyperfinite von Neumann algebra and to [JRX] for more
details on the structure of the non-commutative Lp spaces associated to hyperfinite

von Neumann algebras. Let us start with a simple remark. (The second assertion is
certainly well-known and is stated in order to have a concrete estimate for the
constant.)

Lemma 5.1. Let N and M be von Neumann algebras with the QWEP. Let 1ppoN

and assume that LpðNÞ and LpðMÞ have cb-bases. Then LpðN#MÞ has a cb-basis. In

particular, Lpð½0; 1�;SpÞð¼ LpðLN½0; 1�#Bðc2ÞÞÞ has a C-cb-basis (with Cp14).

Proof. Let ðxnÞ and ðynÞ be cb-bases of LpðNÞ and LpðMÞ with constants C1 and C2;

respectively. Let us denote by Pn : LpðNÞ-spanfxi j 1pipng respectively Qn :
LpðMÞ-spanfyj j 1pjpng the corresponding basis projections. As in Proposition

4.6, we may obtain a basis for LpðN#MÞ by using the rectangular enumeration

z1 ¼ x1#y1; z2 ¼ x1#y2; z3 ¼ x2#y2; z4 ¼ x2#y1; z5 ¼ x1#y3; etc. Indeed for

n ¼ N2; the projection on spanfzk j kpN2g ¼ spanfxi#yj j 1pi; jpNg is given by

EN ¼ PN#QN which satisfies (see [Ju2])

jjEN jjcbpjjPN jjcbjjQN jjcb:

Let N2onoðN þ 1Þ2 and i ¼ n � N2: If ipN þ 1; the projection Rn :
LpðN#MÞ-spanfzk j kpng is given by

Rn ¼ EN þ Pi#ðQNþ1 � QNÞ

and for i4ðN þ 1Þ is given by

Rn ¼ EN þ PNþ1#ðQNþ1 � QNÞ þ ðPNþ1 � PNÞ#ðQN � Q2Nþ1�iÞ:
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In both cases, we have jjRnjjcbp7C1C2: Combining the Haar basis ðhiÞiAN of

Lpð½0; 1�Þ and the natural basis ðxnÞ of Sp; we obtain a basis for the space

Lpð½0; 1�;SpÞ: &

If N is a type I von Neumann algebra, we can decompose LpðNÞ as follows

LpðNÞ ¼
X

n

"LpðOn;Bn; mn;Sn
pÞ

 !
p

: ð5:1Þ

Here for a given n; ðOn;Bn; mnÞ is a standard measure space or the empty set. (We
might have some infinite cardinals n in the non-separable case.) Let us say that N is

subhomogeneous (as a von Neumann algebra) if N ¼
P

npk LNðOn;Bn; mn;MnÞ for

some kAN: Due to the following remark, we will simply say that N is
subhomogeneous.

Remark 5.2. N is subhomogeneous as a von Neumann algebra if and only if N is
subhomogeneous as a C�-algebra, and if and only if there exist a compact Hausdorff
space K and nAN such that N is a subalgebra of (or equivalently completely
isomorphic to a subspace of) CðK ;MnÞ:

Proof. If N is subhomogeneous as a von Neumann algebra, then there exists an
nAN such that NCCðK ;MnÞ: This is also true if N is subhomogeneous as a C�-
algebra. On the other hand, if N is not subhomogeneous as a von Neumann algebra,
N contains matrix algebras Mm for all mAN: Using Huruya’s results [Hu], we see
that a non-subhomogeneous C�-algebra also contains a sequence ðXmÞ of subspaces
such that dcbðXm;MmÞp2: Therefore it suffices to prove that no subspace Y of
CðK ;MnÞ can contain a sequence ðXmÞ with supm dcbðXm;MmÞoN: Indeed, given
any subspace YCCðK ;MnÞ; we deduce from a result of Smith [Sm] that for every
operator space E and v : E-Y ; we have jjvjjcbpnjjvjj: By Tomiyama’s result (see e.g.

[ER2]) the transposition map TmðxÞ ¼ xt on Mm satisfies jjTmjj ¼ 1 and jjT jjcb ¼ m:
Hence Y cannot contain such a sequence ðXmÞ: &

For lack of a reference, we will give a proof of the following well-known
observation.

Lemma 5.3. Let 1ppoN and N a type I von Neumann algebra with separable

predual, then LpðNÞ has a C-cb-basis (with Cp14).

Proof. If N is of type I ; we have

LpðNÞ ¼
X

nAN,N

"LpðOn;Bn; mn;Sn
pÞ

 !
p

:
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Since ðOn;Bn; mnÞ is a standard measure space and therefore admits a decomposition
in atomic and non-atomic part

LpðOn;Bn; mnÞ ¼ Lpð½0; 1�Þ"pcpðDnÞ;

where Dn is a discrete, countable index set. Using the Haar basis for Lpð½0; 1�Þ
and the unit vector basis in cpðDnÞ; we obtain a cb-basis of LpðO;Bn; mnÞ (with

constant 1). According to Lemma 5.1, we get a 14-cb basis for
ð
P

nAN ,fNgLpð½0; 1�;SpÞ"pcpðDn;SpÞÞp: Using the special form of the basis, we

easily obtain a 14-cb-basis for

X
nAN,fNg

"LpðO;Bn; mn;Sn
pÞ

0@ 1A
p

: &

Example 5.4. Let N be a semifinite hyperfinite von Neumann algebra with a n.s.f.
trace t and 1ppoN: Then LpðN; tÞ is a COLp space with constant 1:

Proof. According to [P5, Theorem 3.4.], there is an increasing net ðEaÞ of conditional
expectations onto finite-dimensional subalgebras Na of N such that apb implies
Ea ¼ EaEb ¼ EbEa for all apb: By interpolation Ea extends to complete contrac-

tions on LpðN; tÞ: For poN; we have that
S

a LpðNa; tÞ is norm dense in LpðN; tÞ:
Hence LpðN; tÞ is a COLp space with constant 1. &

Applying our abstract approach to this particular case, we obtain a basis in the
separable hyperfinite case.

Theorem 5.5. There exists a constant C41 with the following property. Let N be a

semifinite hyperfinite von Neumann with a normal semifinite faithful trace t and with

separable predual. For 1ppoN LpðN; tÞ has a C-cb-basis initially equivalent to

some spðmÞ:

Proof. We use the type decomposition N ¼ NI"NII: The assertion for LpðNIÞ
follows from Lemma 5.3. We note that by Example 5.4 LpðNIIÞ is a COLp space with

constant 1: By Lemma 2.16, we see that LpðNIIÞ contains sp completely

complemented and therefore we are in the position to apply Theorem 4.10 and
obtain a universal estimate for the cb-basis constant of LpðNIIÞ: It is easy to combine

the two bases for LpðNIÞ and LpðNIIÞ and the assertion is proved. &

In view of Theorem 2.17, the same proof applies to every QWEP von Neumann
algebra with a separable predual and the CBAP. We are ready for the proof
Theorem 0.4.
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Proof of Theorem 0.4. Implication (i) ) (ii) is proved in [JR]. Equivalence (ii) 3
(iii) is Theorem 2.17. By Theorem 4.10, we have (iii) ) (iv). (Note that as in the
proof of Theorem 5.5 the cb-basis constant can be estimated as a function of the
CBAP-constant. Moreover, by the results in [JR], the CBAP constant drops to 1 for
1opoN:) Since an operator space with a cb-basis has the CBAP, it also has the
OAP. Hence, we have (iv) ) (i) and the proof is completed. &

Remark 5.6. In the category of Banach spaces the same result is true. Indeed, the
equivalence (i) ) (ii) is due to Grothendieck because LpðNÞ is a separable dual space

(see e.g [LT, Theorem 1.e.15]). We refer to Remark 1.7 and the Banach space version
of Proposition 2.4. The basis techniques can be directly deduced from the results in
[JRZ].

Corollary 5.7. Let Fn be the free group with n generators, VNðFnÞ the von Neumann

algebra generated by the left regular representation on c2ðFnÞ with its canonical tracial

state t: If 1opoN; then LpðFnÞ ¼ LpðVNðFnÞ; tÞ is a COSp space with constant p9

and has a cb-basis initially equivalent to some spðmÞ:

Proof. According to Wassermann’s construction [Wa], we see that VNðFnÞ is
completely contractively complemented in

Q
Mnk

=JU; where U is an ultrafilter

on N and

JU ¼ ðxkÞj lim
k;U

tnk
ðx�

kxkÞ ¼ 0

� 
:

Here tnk
is the normalized trace on Mnk

: This implies that VNðFnÞ has the QWEP.

This construction can also be used to prove directly that the space LpðVNðFnÞ; tÞ is

completely contractively complemented in
Q

U Snk
p : By results of Haagerup (see

[Ha3,DH]) it is known that C�
redðFnÞ has the CBAP with constant 1. Since the

approximating finite rank maps are multipliers, we can use interpolation to show
that LpðVNðFnÞ; tÞ has the CBAP with constant 1: We refer to [JR] for more details.

Hence the result follows from Theorem 4.10. &

We will now discuss bases for preduals of hyperfinite non-semifinite von Neumann
algebras.

Theorem 5.8. Let N be a hyperfinite von Neumann algebra with NI ¼ f0g and N�
separable. Then N� has a cb-basis initially equivalent to some s1ðmÞ:

Proof. In view of Theorem 5.5 and the orthogonal decomposition N� ¼
ðNIIÞ�"1ðNIIIÞ�; we can assume NII ¼ 0: In particular, we can and will assume

that N is properly infinite. According to Lemma 2.16, L1ðNÞ contains complemented
Sn

1’s. Then the result follows from Theorem 4.10 provided we can show that N� is a

COL1 space with respect to some YCN and Y has the CBAP. According to
Proposition 2.4, it suffices to show that N� has the g1-AP with respect to Y and
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contains complemented Sn
1 with respect to Y : (Note that we know by Proposition

3.10 that N� is COL1 but we need Y here!) Since N� is separable, we can assume
that N acts on a separable Hilbert space. According to [ElW, Theorem 3], we

can find an increasing sequence Nk of I2k subalgebras of N such that N ¼ ð
S

k NkÞ
00
:

Let Y be the norm closure of
S

k Nk: Then Y is a nuclear, weak� dense subalgebra.

In particular, Y has the CBAP. Since NkDM2k is a matrix algebra, it is hyperfinite
and hence there exists a completely (positive) contraction Ek : N-Nk onto Nk:
Let FCN be a finite-dimensional subspace containing Nk: According to [EJR],
we can apply local reflexivity and find a map Tk;F : L1ðNkÞ-N� such that

jjTk;F jjcbpð1 þ eÞ and

j/Tk;F ðxÞ; yS�/x;EkðyÞSjp 1

22k
ejjxjjjjyjj

for all xAL1ðNkÞ; yAF : Let ik : Nk-N be the inclusion map. In particular,

j/Tk;Nk
ðeijÞ; ei0j0S� dii0djj0 jp

1

22k
e

holds for all the matrix units eij; ei0j0 ; i; i0; j; j0Af1;y; 2kg: As in Lemma 1.2, this

implies that there is an isomorphism wk : Nk-Nk such that T�
k;Nk

ikwk ¼ idNk
and

jjwkjjcbpð1 � eÞ�1: Hence w�
kTk;Nk

¼ idL1ðNkÞ and from ikwkðNkÞCNkCY ; we deduce

that N� contains Sn
1’s with respect to Y : Moreover, the net ðTk;F ÞkAN;FCN converges

to the identity on N� in the point-weak topology. Passing to a convex combination,
we deduce that N� has the g1-AP with respect to Y with constant 1: The proof is
completed. &

The next result involves modular theory and relies on the results in [EL]. This will
be treated in more details in the subsequent paper [JRX]. In particular, we will
improve on the constants.

Theorem 5.9. Let N be a hyperfinite von Neumann algebra with a separable predual

and 1opoN: Then LpðNÞ has the CBAP with LðLpðNÞÞ ¼ 1 and is a COLp space

with a cb-basis initially equivalent to some spðmÞ:

Proof. First we note that a hyperfinite von Neumann algebra is injective and thus
has the WEP, in particular is QWEP. Hence, we can apply Theorems 4.10 and 2.17.
Thus it suffices to show that LpðNÞ has the CBAP with LðLpðNÞÞ ¼ 1: Since N� is

separable, N admits a faithful normal state f: We consider N as a von Neumann
algebra on L2ðN;fÞ; where L2ðN;fÞ is the Hilbert space obtained as the completion
of N with respect to the norm

jjxjjL2ðN;fÞ ¼ fðx�xÞ
1
2:
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We denote by x ¼ xf the image of 1 under the natural inclusion NCL2ðN;fÞ: Let

L ¼ JD1=2 be the polar decomposition of the densely defined conjugation map
LðxÞ ¼ x� on L2ðN;fÞ; i.e. J is an antilinear isometry and D is a positive selfadjoint

(unbounded) operator. The automorphism group sft is defined by sft ðxÞ ¼ DitxD�it

and leaves N invariant (see [KR]). We follow Kosaki [Ko] and consider for a fixed
xAN the uniquely determined analytic function fx : C-N� such that for all tAR and
yAN

fxðtÞðyÞ ¼ fðysft ðxÞÞ and fxðt � iÞðyÞ ¼ fðsft ðxÞyÞ:

Using the density of the analytic elements of N (see [KR]) it turns out that
the maps Iz : N-N�; IzðxÞ ¼ fxðzÞ are injective and therefore the interpolation
space

EpðN;f; yÞ ¼ ½I�iyðNÞ;N��1
p

is well-defined for all 0pyp1: Kosaki [Ko] showed that the space EpðN;f; yÞ is

isometrically isomorphic to the Haagerup Lp space LpðNÞ and thus is independent of

y: Let us recall that the natural operator space structure on E1ðN;fÞ ¼ E1ðN;f; 1
2
Þ is

given by the map b : E1ðN;fÞ-Nop
� ; bðcÞðxÞ ¼ cðxÞ: Then the natural operator

space structure on EpðN;fÞ ¼ EpðN;f; 1
2
Þ is obtained by complex interpolation.

Using Kosaki’s isometric isomorphism between LpðNÞ and EpðN;fÞ we obtain the

natural operator space structure on LpðNÞ: We refer to [JRX] for a more detailed

discussion. Therefore, it suffices to show that EpðN;fÞ has the CBAP. Let p :

Nop-N 0 be the �-isomorphism given by pðxÞ ¼ Jx�J: Then p�1
� b : E1ðN;fÞ-N 0

� is a

complete isometry. Following [EL] there is a canonical embedding C : N-N 0
� given

by CðxÞðpðyÞÞ ¼ ðx; xJyJxÞ such that the map C is a complete order isomorphism
between N and the image CðNÞCN 0

�: Let us show that

C ¼ p�1
� bI� i

2
: ð5:2Þ

Indeed, let xAN be an analytic element and yANDNop: Then, we have

I� i
2
ðxÞðyÞ ¼fðys� i

2
ðxÞÞ ¼ ðx; yD

1
2xD�1

2xÞ ¼ ðy�x; JJD
1
2xJxÞ

¼ ðy�x; Jx�JxÞ ¼ ðx; yJx�JxÞ ¼ ðx; Jx�JyxÞ ¼ CðyÞðpðxÞÞ:

This is not exactly what we claimed. However, I� i
2
: N-E1ðN;fÞ ¼ N� is formally

symmetric, i.e.

I� i
2
ðxÞðyÞ ¼ I� i

2
ðyÞðxÞ:
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It is easy to show that ðh; JkÞ ¼ ðk; JhÞ implies ðx; yDxxÞ ¼ ðx; xyxÞ for any analytic

elements x and y in N: Since D71
2x ¼ x; we deduce

I� i
2
ðxÞðyÞ ¼ ðx; yD

1
2xxÞ ¼ ðD�1

2x;D
1
2yD�1

2DxxÞ

¼ ðx; s� i
2
ðyÞDxxÞ ¼ ðx; xs� i

2
ðyÞxÞ

¼fðxs� i
2
ðyÞÞ ¼ I� i

2
ðyÞðxÞ

for all analytic elements. Therefore the symmetry of I� i
2

follows by density of the

analytic elements. Hence, we have

CðxÞðpðyÞÞ ¼ CðyÞðpðxÞÞ

for all x; yAN and (5.2) is proved. For a normal map T : N-N 0
�; we denote by

T 0 : N-N 0
� the map

T 0ðxÞðpðyÞÞ ¼ TðyÞðpðxÞÞ:

We say that T is symmetric of T 0 ¼ T : Now, we want to apply the results in [EL] to
show that we can approximate C by a net Rn of completely positive symmetric finite
rank maps. We will closely follow [EL] and indicate the modifications needed for this
extra task. By the proof of [EL, Theorem 4.1], we see that C can be approximated in
the point-weak topology by an net ðTnÞ of completely positive normal finite rank

contractions. Then the net T 0
n also approximates C0 ¼ C in the point-weak�

topology. Passing to a convex combination, we can assume that ðTnÞ is a net of finite
rank completely positive contractions such that ðTnÞ and ðT 0

nÞ converge in the point-

norm topology to C: Let us denote the state c ¼ p�1
� bðfÞ and observe cðpðxÞÞ ¼

bðfÞðxÞ ¼ fðxÞ: Following [EL, Lemma 4.3], we can find for given s1;y; sn and
d40 an index n such that the perturbed map

Sn ¼ Tn þ f#f þ g#c

is again completely positive. Here fAN 0
�; gAN� are suitable positive functionals

satisfying jj f jjpd
2
; jjgjjpd

2
such that

jjSnjjp1 þ d; Snð1ÞXc and S0
nð1ÞXc;

and still

jjSnðsiÞ �CðsiÞjjpd and jjS0
nðsiÞ �CðsiÞjjpd:

Let us consider the symmetric map Rn ¼ SnþS0
n

2
and r ¼ Rnð1Þ ¼ R0

nð1Þ: Let dþ

2d
1
2ð1 þ dÞ

1
2Þoe: According to [EL, Lemma 4.4], we can find 0ptp1 in N such that
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rðpðtxtÞÞ ¼ fðxÞ ¼ Cð1ÞðpðxÞÞ: Let us define R̃nðxÞðpðyÞÞ ¼ RnðxÞðpðtytÞÞ and

MtðxÞ ¼ txt: We consider Vn ¼ R̃nMt; i.e.

VnðxÞðyÞ ¼ RnðtxtÞðpðtytÞÞ

for all x; yAN: Then we have again V 0
n ¼ Vn and using the argument in [EL, Lemma

4.4], we deduce for jjrjjp1 and jjsijjp1

jVnðsiÞðpðrÞÞ � RnðsiÞðpðrÞÞj

pjRnðtsitÞðpðtrtÞÞ � RnðtsitÞðpðrÞÞj þ jðRnðtsitÞ � RnðsiÞÞðpðrÞÞj

¼ jRnðtrt � rÞðpðtsitÞÞj þ jRnðtsit � siÞðpðrÞÞj

p2d
1
2ð1 þ ð1 þ dÞ

1
2ÞÞpe� d:

Hence jjVnðsiÞðrÞ �CðsiÞjjpe for all i ¼ 1;y; n as in [EL, Proof Lemma 4.4]. This shows
that, we can obtain a net ðVnÞ (indexed by finite subsets of N and positive real numbers)

such that for every n; we have V 0
n ¼ Vn; there exists a 0ptnp1 with Vn ¼ R̃nMtn ; R̃nð1Þ ¼

Cð1Þ and ðVnÞ converges in the point-norm topology to C: Let us consider

Wn ¼ C�1Vn ¼ C�1R̃nMtn :

Since *Rnð1Þ ¼ Cð1Þ; we deduce that Wn : N-N is a completely positive normal
contraction. Clearly, Wn also acts on Nop as a normal completely positive map with

preadjoint ðWnÞ�: Let us denote by W 0
n : N 0-N 0 the map defined by W 0

n ¼ pWnp�1 and

denote by ðW 0
nÞ� : N 0

�-N 0
� the preadjoint map. Let x; yAN; then we have

ðW 0
nÞ�CðxÞðpðyÞÞ ¼CðxÞðW 0

nðpðyÞÞÞ ¼ CðxÞðpðWnðyÞÞ

¼CðWnðyÞÞðpðxÞÞ ¼ VnðyÞðpðxÞÞ

¼VnðxÞðpðyÞÞ ¼ CWnðxÞðpðyÞÞ:

This implies

p�1
� bðWnÞ�I� i

2
¼ ðW 0

nÞ�p�1
� bI� i

2
¼ ðW 0

nÞ�C ¼ CWn ¼ p�1
� bI� i

2
Wn:

Since p�1
� b is an isomorphism, we deduce

ðWnÞ�I� i
2
¼ I� i

2
Wn:

This shows that Un ¼ ððWnÞ�;WnÞ defines one operator on I� i
2
ðNÞ þ N� and

I� i
2
ðNÞ-N� and hence is compatible with the interpolation. In particular,

jjUn : EpðN;fÞ-EpðN;fÞjjcbp1:
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Passing to another convex combination if necessary, we can ensure that for every xAN; the
net ðUnðxÞÞ converges in the strong� topology to x: This implies that ðI� i

2
UnðxÞÞ converges

in the norm topology to I� i
2
ðxÞ; see for example [Ju1, Lemma 2.3]. By density of I� i

2
ðNÞ in

EpðN;fÞ; we deduce that Un converges to identity on EpðN;fÞ in the point-norm

topology. Hence, LpðNÞDEpðN;fÞ has the CBAP (with constant 1). By Theorem 2.17 is a

COLp space. Theorem 4.10 yields the assertion for a universal constant. &

In our last application, we provide (a second proof for the existence of) a universal
constant for the (cb-) basis constant of a nuclear C�-algebra.

Theorem 5.10. Let A be an infinite-dimensional, separable C�-algebra. Then A is

nuclear if and only if A has a cb-basis initially equivalent to some sNðmÞ: Moreover,

there exists an absolute constant C such that every separable nuclear C�-algebra A has

a C-cb-basis.

Proof. If A has a cb-basis initially equivalent to some sNðmÞ; we can find a constant
C40 and an increasing sequence ðXnÞ of subspaces of A such that

dcbðXn;Mmð1Þ"?"MmðnÞÞpC and
S

n Xn ¼ A: By the injectivity of

Mmð1Þ"?"MmðnÞ; we deduce that A has the g
N

-AP and hence A is nuclear by

Pisier’s result [P4, Remark after Theorem 2.9.]. Conversely, we assume that A is
nuclear. Then A is locally reflexive. According to Theorem 3.11, A is a COLN space
with COLNðAÞp3: Since A�� is a hyperfinite von Neumann algebra and it is known
that A� has the CBAP with LðA�Þ ¼ 1: According to Theorem 4.10, A has a cb-basis.
However, the estimates from Theorem 4.10 would give an estimate of the basis
constant of the form f ðnÞ for subalgebras of CðK ;MnÞ where limn f ðnÞ ¼ N: We will
now improve this estimate by proving the ‘moreover part’ of the assertion.

Let us first consider the case where A has an infinite-dimensional representation or
a sequence pk : A-Mmk

of finite-dimensional irreducible representations such that

limk mk ¼ N: Then there is a projection pkAA�� such that pkA��pkDMmk
: Using the

finite-dimensional spaces p�kðM�
mk
ÞCA�; we deduce from the locally reflexivity of A;

see [AB], that A contains complemented Mmk
’s. According to Theorem 4.10, we

deduce that A has a cb-basis initially equivalent to some sNðmÞ and this holds for a
universal constant.

In the second case, we have to consider a C�-algebra which has only finite-
dimensional irreducible representations with a maximal degree d: In this case A is a

type I C�-algebra (see [Pe]) and the primitive spectrum Ǎ coincides with the spectrum

Â of A (see [Pe, Theorem 6.1.5]). Moreover, the spectrum is locally compact [Pe,
Theorem 6.1.11]. Let d1pd be the largest integer such that A has infinitely many

irreducible representations. We can remove the finite subset XCÂ of representations

of dimension bigger than d1: Indeed, using that for all m the set Âm of m-dimensional
representations is Hausdorff [Pe, 4.4.10] and that the set of representations
4m are open, we deduce that X carries the discrete topology. According to the
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Dauns-Hoffman Theorem [Pe, 4.4.8], we deduce

A ¼ AX"NB;

where AX is a finite-dimensional C�-algebra and B has infinitely many irreducible
representations of dimension d1 and all the other irreducible dimensions are of

degree od1: Let us consider the countable open subset fon : nANg ¼ Xd1
CÂ of d1

dimensional representations. Whether the sequence ðonÞ converges or not, we can
find for every nAN; n disjoint open, non-empty sets U1;y;UnCXd1

: Thus we can

find n points o1;y;on; functions f1;y; fn with support of fj in Uj; fj : Â-½0; 1� and

fjðojÞ ¼ 1: According to the Dauns–Hoffman Theorem [Pe, 4.4.8], we deduce that

the subalgebra Bn generated by
S

j¼1;y;n fjBj contains cn
N
ðMd1

Þ: Thus B contains

complemented cn
N
ðMd1

Þ’s and by Lemma 2.10 it contains cn
N
ðMd1

Þ’s far out.

According to Remark 2.6, we obtain that B is a COLN space where the building
blocks are cn

N
ðMd1

Þ’s. Lemma 2.9 shows that the second assertion in Proposition 4.5

is satisfied for B and the family ðcn
N
ðMd1

ÞÞnAN: Adding the AX part, we obtain a

FDD A ¼
P

n Zn such that

dcb

X
kpn

Zn; ðAX"Ncm1þ?þmn
N

ðMd1
ÞÞ

 !
pc;

and

dcbðZ1;AX Þp1 and dcbðZn; c
mn
N
ðMd1

ÞÞpc:

Thus Lemma 4.9 yields the assertion. &

Remark 5.11. As in the commutative theory, we can show that if X is locally
reflexive and X � has a cb-basis, then X has a cb-basis. This means we can
alternatively deduce Theorem 5.10 from Theorem 5.8 by using the concept of e-close
finite-dimensional subspaces.
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