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Abstract

In 1969 Lindenstrauss and Rosenthal showed that if a Banach space is isomorphic to a com-
plemented subspace of an Lp-space, then it is either a Lp-space or isomorphic to a Hilbert
space. This is the motivation of this paper where we study non–Hilbertian complemented
operator subspaces of non commutative Lp-spaces and show that this class is much richer
than in the commutative case. We investigate the local properties of some new classes of
operator spaces for every 2 < p < ∞ which can be considered as operator space analogues
of the Rosenthal sequence spaces from Banach space theory, constructed in 1970. Under
the usual conditions on the defining sequence σ we prove that most of these spaces are op-
erator Lp-spaces, not completely isomorphic to previously known such spaces. However it
turns out that some column and row versions of our spaces are not operator Lp-spaces and
have a rather complicated local structure which implies that the Lindenstrauss–Rosenthal
alternative does not carry over to the non-commutative case.

Introduction
In 1970 Rosenthal [26] constructed new examples of Lp–spaces for every 2 ≤ p < ∞ using
probabilistic methods now famous as the Rosenthal inequalities. These methods were later used
by Bourgain, Rosenthal and Schechtman [3] to construct an uncountable family of mutually
non-isomorphic Lp–spaces.
In the framework of operator spaces a theory of operator Lp-spaces, called OLp-spaces, is
now being developed, see e.g. [4] and [14]. These are spaces where the operator space struc-
ture of the finite dimensional subspaces is determined by a system of finite dimensional non
commutative Lp-spaces. If in a given space these Lp-spaces can be chosen to be completely
complemented, the space is called a COLp-space. If they can be chosen to be Sn

p ’s (Sp denotes
the Schatten p-class), then the space is called an OSp-space and a COSp-space if the Sn

p ’s can
be chosen completely complemented. In the present paper we consider some operator space
analogues of the Rosenthal sequence spaces, sequence spaces as well as matricial analogues.
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For a given 2 < p < ∞ and a given strictly positive sequence σ = (σn) we construct three
families of operator spaces, a sequence space family consisting of spaces called Xp(σ), Xp,rp(σ)
and Xp,cp(σ), and two families of matricial operator spaces. All the spaces are mutually non-
completely isomorphic as operator spaces, but the spaces in each family are isomorphic to each
other as Banach spaces; the three sequence spaces are actually Banach space isomorphic to the
original Rosenthal sequence space. One of our main results states that if 2 < p < ∞, σn → 0,

and
∑∞

n=1 σ
2p

2p−2
n = ∞, then Xp,cp(σ) is completely complemented in a non commutative Lp-

space and contains `p cb-complemented. However Xp,cp(σ) is not an OLp-space. Similarly for
Xp,rp(σ). This shows that the Lindenstrauss-Rosenthal alternative [19] does not carry over to
the non commutative case.
We now wish to discuss the arrangement of this paper in greater detail. In Section 1 we construct
our spaces, investigate their basic properties and prove among other things that under the above
conditions on σ the three sequence spaces are unique up to complete isomorphisms (in analogy
with Rosenthal’s result). In Section 2 we make a detailed investigation of the local structure of
the spaces Xp(σ), Xp,cp(σ) and Xp,rp(σ) and prove that Xp(σ) is an OLp-space while Xp,rp(σ)
and Xp,cp(σ) are not. We also show that some combinations of the different spaces cannot be
paved with local pieces of each other. This implies that a general structure theory for completely
complemented non-Hilbertian subspaces of non commutative Lp-spaces is out of reach for the
moment (see e.g. Proposition 2.19 and Remark 2.20). Section 3 is devoted to the study of the
matricial spaces and we show that they are allOSp-spaces and prove that the space Yp(σ) is cb-
complemented in Lp(R) (R the hyperfinite type II1 factor) while the space Zp(σ) does not cb-
embed into Lp(R). In section 4 we prove that certainOLp–spaces contain cb-uncomplemented
copies of themselves.

0 Notation and preliminaries
In this paper we shall use the notation and terminology commonly used in the theory of operator
algebras, operator spaces and Banach space theory as it appears in [5], [14], [17], [18], [23] and
[28].
If H is a Hilbert space, we let B(H) denote the space of all bounded operators on H and
for every n ∈ N we let Mn denote the space of all n × n-matrices of complex numbers, i.e.
Mn = B(`n

2 ). If X is a subspace of some B(H) and n ∈ N, then Mn(X) denotes the space of
all n×n matrices with X-valued entries which we in the natural manner consider as a subspace
of B(`n

2 (X)). An operator space X is a norm closed subspace of some B(H) equipped with
the distinguised matrix norm inherited by the spaces Mn(X), n ∈ N. An abstract matrix norm
characterization of operator spaces was given by Ruan, see e.g. [5].
If X and Y are operator spaces, then a linear operator T : X → Y is called completely bounded
(in short cb-bounded) if the corresponding linear maps Tn : Mn(X) → Mn(Y ) are uniformly
bounded in n, i.e.

‖T‖cb = sup‖Tn‖ < ∞

The space of all completely bounded operators from X to Y will be denoted by CB(X, Y ).
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It follows from [5] that a linear functional on an operator space X is bounded if and only if
it is cb-bounded and the cb-norm of it coincides with the operator norm of it. This defines an
operator structure on X∗ so that isometrically we have Mn(X∗) = CB(X, Mn) for all n ∈ N.
An operator is a complete contraction, respectively a complete isometry, or a complete quotient
if ‖T‖cb ≤ 1, respectively if each Tn is an isometry, or a quotient map. An operator T is
called a complete isomorphism (in short a cb-isomorphism) if it is a completely bounded linear
isomorphism with a completely bounded linear inverse. If X and Y are cb-isomorphic operator
spaces we put

dcb(X, Y ) = inf{‖T‖cb‖T−1‖cb | T is a cb-isomorphism from X to Y}

which is called the completely bounded Banach–Mazur distance (in short the cb-distance) be-
tween X and Y .
In the sequel we let S∞ ⊆ B(`2) denote the subspace of all compact operators on `2 (hence an
operator space in a natural manner). If 1 ≤ p < ∞, then the Schatten class Sp is defined to be
the space of all compact operators T on `2 for which tr(|T |)p < ∞ equipped with the norm

‖T‖Sp = (tr(|T |p))
1
p for all T ∈ Sp (0.1)

If n ∈ N and p is as above, Sn
p denotes the space of all operators on `n

2 equipped with the
norm defined in (0.1). If also m ∈ N, then Sn,m

p denotes the subspace of Sp consisting of those
elements which correspond to matrices (aij) where aij = 0 unless i ≤ n and j ≤ m.
From trace duality it easily follows that S∗∞ = S1 and hence as a dual space S1 has a natural
operator structure as defined above. It is wellknown that Sp can be obtained by by complex
interpolation

Sp = [S∞, S1] 1
p

Pisier proved in [23] that
Mn(Sp) = [Mn(S∞), Mn(S1)] 1

p

defines matrix norms on Sp which satisfy Ruan’s matrix norm characterization of operator
spaces and this is called the natural operator space structure of Sp which we shall always
use in the sequel.
Let eij denote the element of B(`2) corresponding to the matrix with coefficients equal to one
at the i, j entry and zero elsewhere. If 1 ≤ p ≤ ∞, we define the operator subspaces Cp and Rp

of Sp by

Cp = span{ei1 | i ∈ N}
Rp = span{e1j | j ∈ N}.

As Banach spaces these spaces are both isometric to `2, but it follows from Pisier [23] that they
are not cb-isomorphic as operator spaces.
If 1 ≤ p ≤ ∞, then we put Kp = (

∑∞
n Sn

p )p; Kp is clearly an operator space in a canonical
manner.
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If H is an operator Hilbert space, i.e. an operator space which as a Banach space is isometric
to a Hilbert space, then we put Hc = CB(C, H) and Hr = CB(H, C) and if 1 < p < ∞, then
we let Hcp = [Hc, Hr] 1

p
and Hrp = [Hr, Hc] 1

p
.

If E is an operator space and 1 ≤ p ≤ ∞, it is possible to define Sp[E] (Sp with values inE)
as the completion of Sp ⊗ E under a certain operator space norm; we refer to [23, chapter 1]
for the details. In particular we shall often use the following proposition proved by Pisier [23,
Lemma 1.7, see also Propositions 2.3, 2.4 and Remark 2.5].

Proposition 0.1 Let E and F be operator spaces. A linear map T : E → F is cb-bounded
if and only supn∈N ‖IdSn

p
⊗ T : Sn

p [E] → Sn
p [F ]‖ < ∞. In the affirmative we have ‖T‖cb =

supn∈N ‖IdSn
p
⊗ T‖.

The norms in Sp[Rp] and Sp[Cp] were computed by Pisier in [23, page 108] and since we are
going to use this frequently in the sequel we state it in a proposition.

Proposition 0.2 If (xk)
n
k=1 ⊆ Sp, then

‖
n∑

k=1

xk ⊗ e1k‖Sp[Rp] = ‖(
n∑

k=1

xkx
∗
k)

1
2‖Sp (0.2)

and

‖
n∑

k=1

xk ⊗ ek1‖Sp[Cp] = ‖(
n∑

k=1

x∗kxk)
1
2‖Sp (0.3)

If X is a subspace of Sp and E is an operator space, then we let X[E] denote the closure of
E ⊗X in Sp[E].
Let A be a von Neumann algebra with a normal semifinite faithful trace τ (i.e. A is semifinite).
The ideal

m(τ) = {
n∑

k=1

xkyk | n ∈ N,

n∑
k=1

[τ(y∗kyk) + τ(x∗kxk)] < ∞}

is called the definition ideal of τ on which there is a unique linear extension τ : m(τ) → C so
that τ(xy) = τ(yx) for all x, y ∈ m(τ) (see e.g [28]). If 1 ≤ p < ∞, then we put

‖x‖ = τ((x∗x)
p
2 )

1
p for all x ∈ m(τ)

which is readily seen to be a norm on m(τ). We define Lp(A, τ) to be the completion of m(τ)
under this norm. Conventionally we put L∞(A, τ) = A. It follows easily that L1(A, τ)∗ =
Aop where Aop denotes A equipped with the reversed (or opposite) multiplication and hence
L1(A, τ) has a natural operator space structure. It can be shown that the complex interpolation
method yields that

Lp(A, τ) = [A, L1(A, τ)] 1
p
.

Pisier [23] proved that

Mn(Lp(A, τ)) = [Mn(A), Mn(L1(A, τ))] 1
p
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defines a natural operator space structure on Lp(A, τ) which we shall use in the sequel. If τ1

is another normal semifinite faithful trace on A, then it can easily be shown that Lp(A, τ) is
cb-isometric to Lp(A, τ1) and therefore we shall often write Lp(A) instead of Lp(A, τ).
If B is von Neumann subalgebra of A so that the restriction of τ to B is semifinite again, then it
follows from [28, Proposition 2.36] that there exists a faithful normal projection EB of A onto
B such that τ = τ ◦ EB. EB is called the conditional expectation of A onto B.
An operator space X is called an operator Lp-space (in short OLp- space, 1 ≤ p ≤ ∞, if there
exist a λ ≥ 1 and a cofinal family (Fj)j∈I of finite dimensional subspaces so that

⋃
j∈I Fj is

dense in X and so that for every index j there exists a finite dimensional C∗-algebra Aj with

dcb(Lp(Aj), Fj) ≤ λ. (0.4)

In this case we shall also say that X is a OLp,λ-space. X is called an OSp,λ-space if we can
replace the Lp(Aj)’s in (0.4) by S

nj
p ’s. X is called a completely complemented OLp,λ-space

(in short COLp,λ-space), if in addition the Fj’s can be chosen to be cb-complemented in X by
projections with cb-norms less than or equal to λ. COSp,λ-spaces are defined similarly.
If the Lp(Aj)’s in (0.4) are of the form (⊕k

i=1S
n(i),m(i)
p )p, then X is called a rectangular OLp-

space.
Let 1 ≤ p ≤ ∞. An operator space X is said to have the γp-approximation property (in short
γp-AP) if there exists a λ > 0 and nets (Ui) and (Vi) of finite rank operators, Ui : X → Sp,
Vi : Sp → X , so that ‖Ui‖cb‖Vi‖cb ≤ λ and (ViUi) converges pointwise to the identity of X .
Finally, if (xn) is a finite or infinite sequence in a Banach space X , we let [xn] denote the closed
linear span of the sequence (xn). If A is a set, |A| denotes the cardinality of A and if X and
Y are Banach spaces, X ⊕p Y denotes the direct sum of X and Y equipped with the norm
(‖ · ‖p

X + ‖ · ‖p
Y )

1
p .

1 The Rosenthal operator spaces and their basic properties
In this section we shall investigate some operator spaces which in nature correspond to the
Lp-spaces in Banach space theory constructed by Rosenthal in [26].
In the sequel we let 2 < p < ∞, 1

p
+ 1

p′
= 1, 1

2
= 1

p
+ 1

r
(i.e. r = 2p

p−2
) and let σ = (σn) be a

sequence of real numbers with σn > 0 for all n ∈ N. We denote the unit vector basis of `2 by
(ξn) and let Dσ be the diagonal operator on `2 defined by Dσξn = σnξn for all n ∈ N.
Our first space X̃p(σ) is defined to be the space of all sequences a = (an) which satisfies

∞∑
n=1

|an|p < ∞ and
∞∑

n=1

|an|2σ2
n < ∞. (1.1)

equipped with the norm

‖a‖ = (
∞∑

n=1

|an|p + (
∞∑

n=1

|an|2σ2
n)

p
2 )

1
p (1.2)
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X̃p(σ) is the classical Rosenthal sequence space (except that he used an equivalent norm) and
we can clearly identify it with the closed linear span in Sp⊕p S2 of the sequence {(enn, σnenn) |
n ∈ N}. As an operator space we can however represent X̃p(σ) in three different ways. We
define the space Xp,cp(σ) to be the closed linear span of the sequence {(enn, σnen1) | n ∈ N} in
Sp⊕Cp. Similarly we let Xp,rp(σ) denote the closed linear span of the sequence {(enn, σne1n) |
n ∈ N} in Sp ⊕ Rp and finally we let Xp(σ) denote the closed linear span of the sequence
{(enn, σnen1, σne1n)} in Sp ⊕ Cp ⊕Rp.
Since Sp ⊕ Cp ⊕ Rp is cb-isomorphic to Sp each of the three above spaces is cb-isomorphic to
a subspace of Sp. In the sequel we shall often let Xp∗(σ) denote any of these spaces.
Since we shall often use Proposition 0.1 to check cb-boundedness in this paper it is worthwhile
to mention how the norms in Sp[Xp,rp(σ)], Sp[Xp,cp(σ)] and Sp[Xp(σ)] can be computed. It
follows immediately from Proposition 0.2 that if (xk)

n
k=1 ⊆ Sp, then

‖
n∑

k=1

xk ⊗ (ekk ⊕ σke1k)‖Sp[Xp,rp (σ)] = (
n∑

k=1

‖xk‖p + ‖(
n∑

k=1

σ2
kxkx

∗
k)

1
2‖p

Sp
)

1
p (1.3)

‖
n∑

k=1

xk ⊗ (ekk ⊕ σkek1)‖Sp[Xp,cp (σ)] = (
n∑

k=1

‖xk‖p + ‖(
n∑

k=1

σ2
kx

∗
kxk)

1
2‖p

Sp
)

1
p (1.4)

and similarly for Sp[Xp(σ)].
It follows easily from these formulas and Proposition 0.1 that though isometric as Banach spaces
these three spaces are not mutually cb-isomorphic as operator spaces.
Throughout the paper we shall often impose at least one of the following two conditions on σ:

lim inf
n→∞

σn = 0 (1.5)

∑
σn≤ε

σr
n = ∞ for all ε > 0 (1.6)

It is immediate that if σn → 0 and σ /∈ `r, then (1.5) and (1.6) are satisfied. (1.6) ensures that
the operator x → xDσ does not act as a bounded operator from Sp to S2.
It follows from [26] that X̃p(σ) is an Lp-space if and only if (1.5) is satisfied, and if both (1.5)
and (1.6) holds, then X̃p(σ) is the classical Rosenthal Lp-space which is unique up to a Banach
space isomorphism. We shall later in this section prove a similar uniqueness result for the
operator space versions.
Our first result states:

Theorem 1.1 If σ satisfies (1.5) and (1.6), then X̃p(σ)∗ is not Banach space isomorphic to
a subspace of Sp′ . Consequently X̃p(σ) is not Banach space isomorphic to a complemented
subspace of Sp.

Proof: Assume that X̃p(σ)∗ is isomorphic to a subspace of Sp′ and let n ∈ N be given. By
[26, Corollary 8] X̃p(σ)∗ contains a basic sequence (hk) equivalent to the unit vector basis of
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`2 so that any n elements of that sequence is isometrically equivalent to the unit vector basis
of `n

p′ . From [1, Proposition 4 and Lemma 1] it follows that (hk) has a subsequence which is
4-equivalent to the unit vector basis of `2. This is a contradiction for large n ∈ N. 2

The next theorem is the operator space version of Rosenthal’s lemma 7 in [26].

Proposition 1.2 Let (gn) be the natural basis of Xp∗(σ) and let (Ej) be a sequence of mutually
disjoint finite subsets of N. For each j ∈ N we put

fj =
∑
n∈Ej

σr/p
n gn (1.7)

βj = (
∑
n∈Ej

σr
n)

1
r (1.8)

f̃j = β
−r/p
j fj (1.9)

(f̃j) is a cb-unconditional basic sequence, cb-isometrically equivalent to the natural basis of
Xp∗(β) and there is a cb-contractive projection of Xp∗ onto [fj].

Proof:
We shall prove the theorem for Xp,cp(σ); the other cases can be proved in a similar manner.
If (xj)

k
j=1 ⊆ Sp, then we get

‖
k∑

j=1

xj ⊗ fj‖Sp[Xp,cp (σ)] = ‖
k∑

j=1

∑
n∈Ej

σr/p
n xj ⊗ [enn ⊕ σnen1]‖Sp[Xp,cp (σ)].

It easily follows that

‖
k∑

j=1

∑
n∈Ej

σr/p
n xj ⊗ enn‖Sp[Sp] = (

k∑
j=1

‖xj‖p
∑
n∈Ej

σr
n)1/p = (

k∑
j=1

‖xk‖pβr
j )

1/p.

From (0.3) we get

‖
k∑

j=1

∑
n∈Ej

σr/p
n xj ⊗ σnen1‖Sp[Cp] = ‖(

k∑
j=1

∑
n∈Ej

σ
( 2r

p
+2)

n x∗jxj)
1/2‖Sp = ‖(

k∑
j=1

βr
j x

∗
jxj)

1/2‖Sp

and therefore

‖
k∑

j=1

xj ⊗ f̃j‖Sp[Xp,cp (σ)] = ‖
k∑

j=1

xj ⊗ [ejj ⊕ βjej1]‖Sp[Xp,cp (β)]. (1.10)

Together with Proposition 0.1 this shows that (f̃j) is cb-isometrically equivalent to the natural
basis (gj) of Xp,cp(β).

7



For all x, y ∈ Xp,cp(σ) we put < x, y >=
∑∞

j=1 x(j)y(j)σ2
j (where x(j), respectively y(j)

denotes the j’th coordinate of x, respectively y in the basis (gj)) and define

Px =
∞∑

j=1

< x, fj > β−rfj for all x ∈ Xp,cp(σ) (1.11)

It follows immediately from Rosenthal’s argumentation in [26, Lemma 7] that in the Banach
space sense P is a contractive projection of Xp,cp(σ) onto [fj]. In addition we need to prove
that P is completely bounded with ‖P‖cb = 1.
For every n ∈ N we get

Pgn =
∞∑

j=1

< gn, fj > β−r
j fj = σr/p+2

n βjnfjn = (1.12)

σr/p+2
n β

r/p−r
jn

f̃jn = β
−r/p′

jn
σr/p′

n f̃jn .

where jn is chosen such that n ∈ Ejn .
Let now (xn) ⊆ Sp be a finite sequence. From (1.12) and the first part of the proof we obtain

‖
∑

n

xn ⊗ Pgn‖Sp[Xp,cp ] = ‖
∑

j

β
−r/p′

j (
∑
n∈Ej

σr/p′

n xn)⊗ f̃j‖Sp[Xp,cp (σ)]

= ‖
∑

j

β
−r/p′

j (
∑
n∈Ej

σr/p′

n xn)⊗ [ejj ⊕ βjej1]‖Sp[Xp,cp (β)]. (1.13)

We estimate the two coordinates separately and start with:

‖
∑

j

β
−r/p′

j (
∑
n∈Ej

σr/p′

n xn)⊗ ejj‖Sp[Sp] = (
∑

j

β
−rp/p′

j ‖
∑
n∈Ej

σr/p′

n xn‖p
Sp

)1/p (1.14)

≤ (
∑

j

β
−rp/p′

j (
∑
n∈Ej

σr
n)p/p′

∑
n∈Ej

‖xn‖p
Sp

)1/p = (
∑

j

∑
n∈Ej

‖xn‖p
Sp

)1/p = (
∑

n

‖xn‖p
Sp

)1/p.

The estimate of the other coordinate is slightly more involved. For every ξ ∈ `2 and every j we
get

((
∑
n∈Ej

σr/p′

n x∗n)(
∑
n∈Ej

σr/p′

n xn)ξ, ξ) = ‖
∑
n∈Ej

σr/p′

n xnξ‖2 ≤ (
∑
n∈Ej

σ2r/p′−2
n )(

∑
n∈Ej

‖σnxnξ‖2)

=
∑
n∈Ej

σr
n

∑
n∈Ej

(σ2
nx

∗
nxnξ, ξ) = βr

j

∑
n∈Ej

σ2
n(x∗nxnξ, ξ)

which shows that in the sense of operators on `2 we have:

0 ≤
∑

j

β−r
j (
∑
n∈Ej

σr/p′

n x∗n)(
∑
n∈Ej

σr/p′

n xn) ≤
∑

j

σ2
j x

∗
jxj.
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Together with (0.3) and [6, Theorem 2.3] this gives:

‖
∑

j

β
−r/p′

j

∑
n∈Ej

σr/p′

n xn ⊗ βjej1‖Sp[Cp] = ‖(
∑

j

β−r
j (
∑
n∈Ej

σr/p′

n x∗n)(
∑
n∈Ej

σr/p′

n xn))1/2‖Sp

= (tr([
∑

j

β−r
j

∑
n∈Ej

σr/p′

n x∗n
∑
n∈Ej

σr/p
n xn]p/2))1/p (1.15)

≤ (tr([
∑

j

σ2
j x

∗
jxj]

p/2))1/p = ‖
∑

j

xj ⊗ σjej1‖Sp[Cp].

(1.13), (1.14) and (1.15) show that P is completely bounded with ‖P‖cb = 1. 2

An application of Theorem 1.1 shows like in the Banach space case that if σ in addition satisfies
(1.6), then Xp∗(σ) is uniquely determined up to a cb-isomorphism. This is the contents of the
next theorem.

Theorem 1.3 If 2 < p < ∞ and σ and γ are two sequences both satisfying (1.5) and (1.6),
then Xp∗(σ) is cb-isomorphic to Xp∗(γ).

Proof: The proof follows the lines of the proofs of [26, Proposition 12 and Theorem 13] and is
based on Pełczyński’s decomposition method (see e.g. [17, Theorem 2.a.3]). We will therefore
first prove that Xp∗(γ) is cb-isomorphic to a cb-complemented subspace of Xp∗(σ) and vice
versa.
Since σ satisfies (1.5) and (1.6), we can find a sequence (Ej) of mutually disjoint, finite subsets
of N so that

γj ≤ βj = (
∑
n∈Ej

σr
n)1/r ≤ 2γj for all j ∈ N (1.16)

From Proposition 1.2 it follows that Xp∗(β) is cb-isometric to a subspace of Xp∗(σ) onto which
there is a cb-contractive projection. (1.16) shows that Xp∗(γ) is 2-cb-isomorphic to Xp∗(β).
By interchanging the roles of γ and σ we obtain that also Xp∗(σ) is cb-isomorphic to a cb-
complemented subspace of Xp∗(γ).
The next step is to show that Xp∗(σ) is cb-isomorphic to Xp∗(σ) ⊕ Xp∗(σ) but we shall only
prove it for Xp,cp(σ) since the other cases can be obtained in a similar manner.
(1.5) and (1.6) give that we can find a sequence {Ej,k | j ∈ N, k ∈ N} of mutually disjoint
finite subsets of N so that

σj ≤ βj,k = (
∑

n∈Ej,k

σr
n)1/r ≤ 2σj for all j, k ∈ N (1.17)

Put βk = (βj,k)
∞
j=1, let f̃j,k = β

−r/p
j,k

∑
n∈Ej,k

σ
r/p
n enn ⊕ σnen1 and define Z = [f̃j,k | j, k ∈ N],

Z1 = [f̃j,k | j ∈ N k ≥ 2]. It follows from Proposition 1.2 that Z is cb-contractively com-
plemented in Xp,cp(σ) and that for all k ∈ N [f̃j,k] is cb-contractively complemented and cb-
isometric to Xp,cp((βk)) which in turn is 2-cb-isomorphic to Xp,cp(σ). Hence Z can be viewed
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as an infinite direct sum of copies of Xp,cp(σ). Let T : span{f̃j,k | j, k ∈ N} → Z1 be de-
fined by T f̃j,k = f̃j,k+1. We shall show that T extends to a cb-isomorphism of Z onto Z1. If
(xj,k) ⊆ Sp is a finite sequence, then we get from (1.17) and [6, Theorem 2.3] that

‖(
∑

k

∑
j

β2
j,k+1x

∗
j,kxj,k)

1/2‖Sp ≤ 2‖(
∑

k

∑
j

σ2
j x

∗
j,kxj,k)

1/2‖Sp (1.18)

≤ 2‖(
∑

k

∑
j

β2
j,kx

∗
j,kxj,k)

1/2‖Sp .

In the same manner we get

‖(
∑

k

∑
j

β2
j,kx

∗
j,kxj,k)

1/2‖Sp ≤ 2‖(
∑

k

∑
j

βj,k+1x
∗
j,kxj,k)

1/2‖. (1.19)

Similar estimates can easily be obtained for the corresponding p-norms which implies that we
have

1

2
‖
∑

k

∑
j

xj,k⊗f̃j,k‖Sp[Xp,cp (σ)] ≤ ‖
∑

k

∑
j

xj,k⊗f̃j,k+1‖Sp[Xp,cp (σ)] ≤ 2‖
∑

k

∑
j

xj,k⊗f̃j,k‖Sp[Xp,cp (σ)],

which shows that T can be extended to a cb-isomorphism of Z onto Z1.
Letting ∼cb denote “cb-isomorphic to”, we obtain from the above that Z ∼cb Xp,cp(σ) ⊕ Z.
Since Z is cb-complemented in Xp,cp(σ), we can find a closed subspace U ⊆ Xp,cp(σ) so that
Xp,cp(σ) = Z ⊕ U ∼cb Xp,cp(σ)⊕ Z ⊕ U ∼cb Xp,cp(σ)⊕Xp,cp(σ).
We are now ready to show that Xp,cp(γ) is cb-isomorphic to Xp,cp(σ). Indeed, since by the
above Xp,cp(γ) is cb-isomorphic to a cb-complemented subspace of Xp,cp(σ), we can find a
closed subspace G ⊆ Xp,cp(σ) so that

Xp,cp(σ) ∼cb Xp,cp(γ)⊕G ∼cb Xp,cp(γ)⊕Xp,cp(γ)⊕G ∼cb Xp,cp(γ)⊕Xp,cp(σ) ∼cb Xp,cp(γ)

where the last ∼cb follows by interchanging the roles of σ and γ.
2

Exploiting the decomposition method a bit more we can actually obtain that also the space Z in
the above proof is cb-isomorphic to Xp,cp(σ).
We are now going to define some operator spaces which we shall call matricial Rosenthal
spaces.
The space Ỹp(σ) is defined to be the subspace of Kp ⊕p (

∑∞
n=1 Sn

2 )2 consisting of all elements
of the form ((xn, σnxn)) where xn ∈ Sn

p for all n ∈ N, i.e we require:

∞∑
n=1

‖xn‖p
Sn

p
< ∞ and

∞∑
n=1

σ2
n‖xn‖2

Sn
2

< ∞. (1.20)

We can view (
∑∞

n=1 Sn
2 )2 isometrically as a subspace of Cp[Cp] in the following way: Choose

a sequence (mn) of integers so that m1 = 0 and mn+1 −mn = n for all n ∈ N. If x = (xn) ∈

10



(
∑∞

n=1 Sn
2 )2 with xn = (tnij)

n
i,j=1, we can identify x with

∑∞
n=1

∑mn+1

i,j=mn+1 tnijeij ∈ Cp[Cp].
Similarly we can consider (

∑∞
n=1 Sn

2 )2 as a subspace of Rp[Rp], respectively of Cp[Cp] ⊕p

Rp[Rp].
Hence there is a canonical Banach space isometry wσ of Ỹp(σ) into the operator space Kp ⊕p

Cp[Cp] and we put Yp,cp = wσ(Ỹp(σ)). Similarly we define the spaces Yp,rp(σ) and Yp,cp∩rp(σ).
In the rest of this paper we shall put Yp(σ) = Yp,cp∩rp(σ).
In the sequel we often have to consider cb-maps to or from these spaces and it is therefore
worthwhile to mention how the norm in Sp[Yp,cp(σ)] is computed (the other cases follow simi-
larly). Let us just compute the “column part” of Sp[Yp,cp(σ)]. To this end let Xn ∈ Sp ⊗ Sn

p for
all n ∈ N. We can then find (xn

jk) ∈ Sn
p so that

Xn =

mn+1∑
j,k=mn+1

xn
jk ⊗ ejk

for every n ∈ N. Note that

X∗
nXn =

mn+1∑
k,l=mn+1

(

mn+1∑
j=mn+1

xn∗
jkxn

jl)ekl. (1.21)

Using Proposition 0.2 we get that:

‖
∑

n

σnXn‖Sp[Cp[Cp]] = ‖
∑

n

mn+1∑
j,k=mn+1

xn
jk ⊗ ejk‖Sp[Cp[Cp]] (1.22)

= ‖(
∑

n

σ2
n

mn+1∑
j,k=mn+1

xn∗
jkxn

jk)
1
2‖Sp = ‖(

∑
n

σ2
n(id⊗ tr)(X∗

nXn)
1
2‖Sp ,

where we have used (1.21) to get the last equality. Comparing this with the similar calculations
for the other cases it is readily verified that Yp(σ), Yp,cp(σ), and Yp,rp(σ) are mutually non-cb-
isomorphic.
Since Kp⊕p Cp[Cp] is cb-isomorphic to a subspace of Sp the same holds for Yp,cp(σ) as well. In
a similar manner we get that Yp,rp(σ) and Yp(σ) are cb-isomorphic to subspaces of Sp. We have
the following result on these spaces.

Theorem 1.4 BothKp and Xp,cp(σ) (respectively Xp,rp(σ)) are cb-isomorphic to complemented
subspaces of Yp,cp(σ) (respectively Yp,rp(σ)). Consequently Ỹp(σ) is not Banach space isomor-
phic to a complemented subspace of Sp if σ satisfies (1.5) and (1.6).

Proof: Let U = Xp,cp(σ) (respectively U = Xp,rp(σ)) and W = Yp,cp(σ) (respectively W =

Yp,rp(σ)). If (nk) ⊆ N is a sequence so that
∑∞

k=1 σ
2p

p−2
nk < ∞, then the subspace V consisting

of those (xn, σnxn) ∈ W for which xn = 0 for all n 6= nk is readily seen to be completely
complemented by a projection of cb-norm one and completely isomorphic to Kp.

11



It is obvious that U can be identified cb-isometrically with the subspace of W consisting of
those (xn, σnxn) ∈ Ỹp(σ) for which xn is a one-dimensional operator on `2 for all n ∈ N. This
space is clearly the range of a cb-contractive projection.
It now follows directly from Theorem 1.1 that Ỹp(σ) cannot be Banach space isomorphic to a
complemented subspace of Sp if σ satisfies (1.5) and (1.6). 2

The last spaces we are going to investigate are defined as follows:

Zp,cp(σ) = {(x, xDσ) | x ∈ Aσ} ⊆ Sp ⊕p Cp[Cp]. (1.23)

Zp,rp(σ) = {(x, Dσx) | x ∈ Aσ} ⊆ Sp ⊕p Rp[Rp]. (1.24)

Zp(σ) = {(x, xDσ, Dσx) | x ∈ Aσ} ⊆ Sp ⊕p Cp[Cp]⊕p Rp[Rp]. (1.25)

where
Aσ = {x ∈ Sp | xDσ ∈ S2}.

In (1.23) we consider xDσ as an element of Cp[Cp] and similarly in (1.24) and (1.25).
In the sequel we let Zp,∗(σ) denote any of these spaces. Clearly they are isomorphic as Banach
spaces, are mutually non-cb-isomorphic and cb-embed into Sp.
The next theorem gives the basic properties of the spaces Zp∗(σ).

Theorem 1.5 The space Zp,∗(σ) has the following properties:

(i) If σ satisfies (1.5), then Sp is cb-isomorphic to a cb-complemented subspace of Zp,∗(σ).

(ii) If σ satisfies both (1.5) and (1.6), then Zp,∗(σ) is not isomorphic to a complemented
subspace of Sp.

Proof: (i): We shall only give the argument for Zp,cp(σ). The proof for other spaces can be

made in a similar manner. Let (nk) ⊆ N be a sequence so that
∑∞

k=1 σ
2p

p−2
nk < ∞ and let V

consist of those (x, xDσ) ∈ Zp(σ) for which xij = 0 unless j = nk for some k ∈ N. It is
readily verified that V is cb-isomorphic to Sp. From Arazy [2, Theorem 1.1] it follows that V
contains another subspace U cb-isomorphic to Sp and which is complemented in Zp(σ). This
shows (i).
(ii): Xp(σ) can easily be identified with those (x, xDσ) ∈ Zp(σ) for which x is a diagonal
matrix. This subspace is clearly contractively complemented in Zp(σ). It now follows from
Theorem 1.1 that Zp(σ) is not isomorphic to complemented subspace of Sp. 2

Before we go on we need the following lemma on non-commutative Lp-spaces.
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Lemma 1.6 Let 1 < p < ∞ and let N be a von Neumann algebra so that Lp(N ) is separable
and Lp(0, 1) does not embed isomorphically into Lp(N ). Then there exist sequences (Ik) of
countable sets and (nk) ⊆ N so that

Lp(N ) = (
∞∑

k=1

`p(Ik, S
nk
p ))p. (1.26)

Proof: Since Lp(0, 1) does not embed into Lp(N ), it follows from a a result of Marcolino [21]
that N is a type I factor and therefore the separability of Lp(N ) and [28] give that there exist
measure spaces (Ωk, Σk, µk) for all k ∈ N and (nk) ⊆ N so that

Lp(N ) = (
∞∑

n=1

Lp(Ωk, Σk, µk, S
nk
p )p. (1.27)

Again, since Lp(0, 1) does not embed into Lp(N ), it follows that all the measure spaces on the
right side of (1.27) are purely atomic. 2

We are now able to prove:

Theorem 1.7 If σ satisfies (1.5) and (1.6), then none of the spaces Xp(σ), Yp(σ) or Zp(σ) are
isomorphic to an Lp(N )-space where N is a von Neumann algebra.

Proof: Let V be one of the spaces above and assume that there exists von Neumann algebra N
so that V is isomorphic to Lp(N ). Since it follows from [1, Theorem 6] that Lp(0, 1) does not
embed into Sp, Lp(N ) has the form of (1.26) by Lemma 1.6 and therefore it is isomorphic to a
complemented subspace of Sp. This contradicts Theorems 1.1, 1.4 and 1.5 above. 2

2 The operator space structure of the classical Rosenthal se-
quence spaces

In this section we wish to discuss the operator space structure of the Rosenthal sequence spaces
defined in Section 1 and it turns out that the local structure of these spaces behaves quite differ-
ently. However, due to the non-commutative Burkholder-Rosenthal inequalities [10], [13] the
probabilistic viewpoint from the commutative case is still adequate to determine this structure.
Let (σi) be a sequence such that 0 ≤ σi ≤ 1 and let Ai ⊂ [0, 1], i ∈ N be intervals of
measure µ(Ai) = σr

i , where 1
2

= 1
p

+ 1
r
. We define fi((tj)) = µ(Ai)

− 1
p 1Ai

(ti) for all sequences
(tj) ⊆ [0, 1]. The sequence (fi)i∈IN is a sequence of independent random variables on [0, 1]N.
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For sequences (si) with finite support we define

u((si)) =
∞∑
i=1

siεifi ,

uc((si)) =
∞∑
i=1

siei,1 εifi ,

ur((si)) =
∞∑
i=1

sie1,i εifi ,

where (εi) denotes the sequence of Rademacher functions on [0, 1].
Following Rosenthal’s argument from [26] using [13] we can now obtain

Proposition 2.1 Let 2 ≤ p < ∞, then u, uc, ur is a cb-isomorphism between Xp(σ), Xp,cp(σ)
and Xp,rp(σ) and the image of u in Lp([0, 1]N, uc in Lp([0, 1]N; Cp), ur in Lp([0, 1]N; Rp), re-
spectively. The images are cb-complemented in the respective spaces.

Proof: We shall only prove the proposition for uc since the other cases go similarly. Let
(xi)

n
i=1 ⊆ Sp be arbitrary. From [13, Corollary 1.5] and Proposition 0.2 we get letting ∼

denote two-sided inequalities with constants only depending on p:

‖
n∑

i=1

xi ⊗ εifiei1‖Sp[Lp((0,1);Cp)]

∼ max{(
n∑

i=1

‖xi‖p
Sp
‖fi‖p

p)
1
p , ‖(

n∑
i=1

x∗i xiE(f 2
i ))

1
2‖Sp , (

n∑
i=1

‖xi‖p
Sp

E(f 2
i )

p
2 )

1
p} (2.1)

∼ ‖
n∑

i=1

xi ⊗ (eii ⊕ σiei1)‖Sp[Xp,cp (σ)]

where we in the last equivalence have used that for all 1 ≤ i ≤ n we have ‖fi‖p = 1, E(f 2
i ) =

σ2
i and E(f 2

i )
p
2 = µ(Ai)

p
2
−1 ≤ 1. By Lemma 0.1 uc is a cb-isomorphism.

For every 1 ≤ i ≤ n we put f ′i = µ(Ai)
1
p′ 1Ai

and up′((si)) =
∑

siεif
′
i . Using the second part

of [13, Theorem 0.1] in a similar manner as above we achieve that up′ acts as a cb-bounded
operator from X∗

p,cp
to Lp′(0, 1). It is readily verified that ucu

∗
p′ is a cb projection of Lp(0, 1)

onto the range of uc. 2

Corollary 2.2 The space Xp(σ), Xp,cp(σ) and Xp,rp have the γp-AP. More precisely, Xp(σ)
admits an approximate diagram

Xp
id−→ Xp

vn ↘ ↗ wn

`nk
p

For Xp,cp(σ) and Xp,rp(σ) we have to replace `nk
p by `nk

p (Cnk
p ) and `nk

p (Rnk
p ), respectively.
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Corollary 2.3 If σ satisfies (1.5), then the Rosenthal spaces Xp(σ) are COLp-spaces.

Proof: Follow the proof of [14, Proposition 2.4], using Corollary 2.2 and the fact that Xp(σ)
contains completely complemented copies of `n

p ’s far out. 2

In the following we want to show that the Rosenthal spaces Xp,cp(σ) and Xp,rp(σ) are no longer
OLp. Indeed, the mixture between the Hilbert space structure and the `p structure forms the
crucial obstacle.

Lemma 2.4 If 1 ≤ p < ∞ and N is a finite von Neumann algebra, then Cp is not cb-
isomorphic to a subspace of Rp(Lp(N )). Similarly, Rp is not cb-isomorphic to a subspace
of Cp(Lp(N )).

Proof: Assume to the contrary that Cp is isomorphic to a subspace of Rp(Lp(N )). Using the
natural isomorphism between Rp(Rp) and Rp, we deduce that Sp = Rp(Cp) is a Banach space
isomorphic to a subspace of Rp(Lp(N )) ⊂ Lp(B(`2)⊗N ). However, for x ∈ Rp(Lp(N )) and
p ≥ 2, we have

‖x‖2 = ‖xx∗‖
1
2

L1(N ) ≤ ‖xx∗‖
1
2
p
2
≤ ‖x‖p .

Thus Rp(Lp(N )) is isomorphic to a subspace of Lp(B(`2)⊗N )∩L2(B(`2)⊗N ) for 2 ≤ p <
∞. For 1 ≤ p ≤ 2 a similar argument shows that Rp(Lp(N )) is isomorphic to a subspace of
Lp(N⊗B(`2))+L2(N⊗B(`2)). According to [9] these spaces are isomorphic to complemented
subspaces of Lp(M) for some finite von Neumann algebra M. Hence, Sp is isomorphic to a
subspace of Lp(M). This contradicts Suckochev’s result for p ≥ 2, [27], or [7] for 1 ≤ p ≤ 2.
By symmetry the same holds for Rp and Cp interchanged. 2

Corollary 2.5 Let 2 < p, r < ∞ and 1
2

= 1
p

+ 1
r
. If σ /∈ `r, then the spaces Xp,cp(σ) and

Xp,rp(σ) are not cb-isomorphic to subspaces of Lp(N ) with N finite.

Proof: Assume first that there is an infinite set A ⊂ IN so that infk∈A σk > 0. By interpolation
we deduce that for the bounded sequence (σ−1

k )k∈A the diagonal map Dσ−1 : Cp → `p is com-
pletely bounded. Hence, the subspace of Xp,cp(σ) consisting of the sequences having their sup-
port in A is cb-isomorphic to Cp. In particular it cannot embed into Lp(N ) cb-isomorphically.
Thus Xp,cp(σ) can not embed either in this case. Since

∑
j σr

j = ∞, we can in the general case
find disjoint finite subsets Aj such that if

βj =

∑
i∈Aj

σr
i

 1
r

,

then inf βj > 0. Proposition 1.2 gives that Xp,cp(β) is cb-isomorphic to a subspace of Xp,cp(σ)
and by the above cb-isomorphic to Cp and hence the assertion follows. A similar argument
applies for the row spaces. 2
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Lemma 2.6 If 1 ≤ p ≤ ∞, then
∏
U `p is completely isometrically isomorphic to Lp(N ) for a

commutative von Neumann algebra N .

Proof: Let N = (
∏
U `1)

∗. According to Raynaud’s Theorem [24] we deduce that for all
n ∈ IN (Sn

1 (
∏

U `1))
∗ = Mn(N ) where N is a commutative von Neumann algebra obtained

as the weak closure of
∏

`∞. Together with [23, Lemma 5.4] this implies that

Lp(Mn ⊗N ) =
∏

Sn
p (`p) = Sn

p (
∏

U
`p) = Sn

p (Lp(N )) .

Thus
∏

U Lp is completely isometrically isomorphic to `p(N ). 2

Our aim is now to show that Xp,cp(σ) is not a rectangular OLp-space.

Lemma 2.7 If 2 ≤ p ≤ ∞, then for all n ∈ IN

n
1
2
− 1

p ≤ inf
E⊂Cp(Lp(0,1))

dcb(R
n
p , E) ≤ cp n

1
2
− 1

p .

The same estimates hold if Rp and Cp are interchanged.

Proof: By interpolation

dcb(R
n
p , Rn

p ∩ Cn
p ) ≤

∥∥id : Rn
p → Cn

p

∥∥
cb

∥∥id : Rn
p ∩ Cn

p → Rn
p

∥∥
cb
≤ n

1
2
− 1

p .

By the non commutative Khintchine inequality [20]

dcb(R
n
p ∩ Cn

p , span{gj|j = 1, .., n}) ≤ cp ,

where the gj’s are independent Gaussian variables. To prove the lower estimate, we consider
E ⊂ Lp(Cp) and a complete contraction φ : Rn

p → E and an isomorphism. Let xi = φ(e1i),
then ∫ ( n∑

i=1

‖xi(s)‖2
2

) p
2

dµ(s)

 1
p

=

∥∥∥∥∥
n∑

i=1

ei,1 ⊗ xi

∥∥∥∥∥
Lp(Cn

p (Cp))

≤ ‖φ‖cb

∥∥∥∥∥
n∑

i=1

ei,1 ⊗ e1,i

∥∥∥∥∥
Cn

p [Rn
p ]

= ‖id‖Sn
p

= n
1
p .

16



However, this implies

√
n =

IE

∥∥∥∥∥
n∑

i=1

εie1,i

∥∥∥∥∥
2

2

 1
2

=

IE

∥∥∥∥∥
n∑

i=1

εiφ
−1(xi)

∥∥∥∥∥
2

2

 1
2

≤
∥∥φ−1

∥∥ IE

∥∥∥∥∥
n∑

i=1

εi(xi)

∥∥∥∥∥
2

Lp(`2)

 1
2

≤
∥∥φ−1

∥∥ ∫ (IE

∥∥∥∥∥
n∑

i=1

εixi(s)

∥∥∥∥∥
2

2

)
p
2 µ(s)

 1
p

=
∥∥φ−1

∥∥ ∫ ( n∑
i=1

‖xi(s)‖2
2

) p
2

µ(s)

 1
p

≤
∥∥φ−1

∥∥ n
1
p .

The assertion is proved. 2

Using a similar idea we can even prove a slighly stronger statement

Lemma 2.8 If 2 ≤ p ≤ ∞, then for all n ∈ IN

1

cp

n
1
2
− 1

p ≤ inf
E∈QS(

Q
U Lp(Cp))

dcb(R
n
p , E) ≤ cp n

1
2
− 1

p .

Here cp is an absolute constant and QS(
∏
U Lp(Cp)) stands for the class of quotients of sub-

space of ultraproducts of Cp(Lp(0, 1)). The same estimates holds exchanging Rp with Cp.

Proof: Let T : Cn
p → Lp(0, 1) be defined by T (ei1) = εi, where (εi)

n
i=1 are Bernoulli ran-

dom variables. We will use a a sequence of independent normalized complex gaussian random
variables (gj) on (Ω′, µ′). Let h1, .., hn ∈ Lp(Ω, µ; `2). Then, we deduce from the Khin-
chine/Kahane’s inequality [16]

∥∥∥∥∥
n∑

i=1

εihi

∥∥∥∥∥
Lp(`2)

= ‖g1‖−1
p

 ∫
Ω×Ω′

1∫
0

∣∣∣∣∣
n∑

i=1

∞∑
=1

εi(s)gj(ω
′)hi(j, ω))

∣∣∣∣∣
p

dsdµ′(ω′)dµ(ω)


1
p

≤ ‖g1‖−1
p c0

√
p

 ∫
Ω×Ω′

 n∑
i=1

∣∣∣∣∣
∞∑

j=1

gj(ω
′)hi(j, ω))

∣∣∣∣∣
2


p
2

dµ′(ω′)dµ(ω)


1
p

≤ ‖g1‖−1
p c2

0p

∫
Ω

(
n∑

i=1

∞∑
j=1

|hi(j, ω))|2
) p

2

dµ(ω)

 1
p

.
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Since for p ≥ 2, we have ‖g1‖p ∼
√

p we deduce∥∥T ⊗ idCp(Lp(Ω)) : Cn
p (Cp(Lp(Ω))) → Cp(Lp([0, 1]× Ω))

∥∥ ≤ c3
0

√
p .

This remains true if we pass to an ultraproduct and then to a quotient of a subspace. On the
other hand, we have seen in Lemma 2.7 that∥∥T ⊗ idRn

p

∥∥ ≥ n
1
2
− 1

p .

Therefore the distance is bigger that n
1
2−

1
p

c30
√

p
. 2

The next lemma is a kind of “folklore” but for the convenience of the reader we give a proof.

Lemma 2.9 Let M be a von Neumann algebra and 2 < p ≤ ∞, 2 ≤ r < ∞ such that
1
2

= 1
p

+ 1
r
. Let F ⊂ Lp(M) be a subspace and T : F → Rp be a linear map. T is a complete

contraction if and only if there exists a norm one elements a ∈ Lr(M) and a contraction
W : L2(M) → `2 such that

T (x) = W (ax)

for all x ∈ Lp(N ). In particular, T admits a completely contractive extension T̂ : Lp(M) →
Rp. Similarly, every complete contraction T : F → Cp has a completely contractive extension
of the form T (x) = W (xa).

Proof: Let (xj) be a finite sequence in F , then(∑
j

‖T (xj)‖2
2

) 1
2

=

∥∥∥∥∥∑
j

ej,1 ⊗ T (xj)

∥∥∥∥∥
Rp(Rp)

≤

∥∥∥∥∥∑
j

ej,1 ⊗ xj

∥∥∥∥∥
Rp(Lp(M))

=

∥∥∥∥∥∑
j

xjx
∗
j

∥∥∥∥∥
p
2

= sup
a≥0,‖a‖ r

2
≤1

(∑
j

tr(axjx
∗
j)

) 1
2

.

Let B be positive part of the unit ball of L r
2
(M). The function fx(a) 7→ tr(ax∗x) is continuous

with respect to the weak∗ topology. Hence, the standard separation yields a probability measure
µ on B such that

‖T (x)‖2
2 ≤

∫
B

tr(ax∗x)dµ(a) = tr((

∫
B

adµ(a))x∗x) .

By convexity, b = (
∫
B

adµ(a)) ∈ B and therefore

‖T (x)‖2 ≤
∥∥∥b 1

2 x
∥∥∥

2
.
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Let H = {b 1
2 x |x ∈ F} ⊂ L2(M). Thus there is a linear contraction W1 : H → `2 such that

W1(b
1
2 x) = T (x). If P denotes the orthogonal projection onto H , then W = W1P satisfies the

assertion. To prove the converse, we assume T (x) = W (ax) for some a ∈ Lr(M) of norm less
than one. Let La : Lp(M) → L2(M)rp be the left multiplication La(x) = ax. Let φ : L p

2
→ C

be the induced linear functional φ(y) = tr(ya∗a) of norm less than one. If x ∈ Lp(B(`2)⊗M),
we deduce that for every functional the cb-norm coincides with the norm

‖(id⊗ La)(x)‖Sp(L2(M)rp ) = ‖(id⊗ tr)((a⊗ id)xx∗(a∗ ⊗ id))‖
1
2
S p

2

= ‖(id⊗ tr)(xx∗(a∗a⊗ id))‖
1
2
S p

2

= ‖(id⊗ φ)(xx∗)‖
1
2
S p

2

≤ ‖xx∗‖
1
2
S p

2

= ‖x‖p .

By homogeneity of L2,rp , this implies ‖WLa‖cb ≤ ‖W‖ ‖a‖r. 2

Corollary 2.10 If T : Xp,cp(σ) → Cp is completely bounded, then T admits a cb-extension to
`p ⊕p Cp.

Proposition 2.11 If 2 < p < ∞ and N is a finite von Neumann algebra, then `p(Cp) is not
cb-isomorphic to a subspace of Cp ⊕p Rp(Lp(N )).

Proof: Let 2 < r ≤ ∞ such that 1
2

= 1
p
+ 1

r
. Let T = (T (1), T (2)) : `p(Cp) → Cp ⊕p Lp(N )⊕p

Rp(Lp(N )) be a complete contraction and T−1 : rg(T ) → `p(Cp) be a completely bounded
inverse with ‖T−1‖cb ≤ C. We consider the complete contraction T1 : `p(Sp) → Cp defined
by T1(x) = T (1)(P (x)), P the projection onto the columns space. According to Lemma 2.9,
we can find a ∈ `r(Sr) and W : `2(S2) → `2 such that T1(x) = W (xa). Let ρ = (‖a(i)‖r)
and consider the operator Dρ : `p → `2. We define the bounded map W ′ : `2(`2) → `2 by
W ′((xi)) = W ((ρ−1

i xiai)). In particular, we can find an n such that(∑
k≥n

ρr
k

) 1
r

≤ 1

2C
.

In the following, we use the spaces Yn = span{
∑
k

ek ⊗ xk |k > n, xk ∈ Cp} and deduce

∥∥T (1)|Yn

∥∥
cb

≤

(∑
k≥n1

ρr
k

) 1
r

‖W ′ : `2(`2) → `2‖ ≤
1

2C
.

If x ∈ Sp(Yn), we deduce

1

C
‖x‖Sp(Yn) ≤ ‖(id⊗ T )(x)‖p ≤

∥∥(id⊗ T (1)|Yn)(x)
∥∥

Cp
+
∥∥(id⊗ T (2)(x)

∥∥
p

≤ 1

2C
‖x‖Sp(`p(Cp)) +

∥∥(id⊗ T (1))(x)
∥∥

p
.
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Thus
1

2C
‖x‖Sp(Yn) ≤

∥∥(id⊗ T (1))(x)
∥∥

Sp(Rp(Lp(N )))
≤ ‖x‖Sp(`p(Cp)) .

In particular Cp is cb-isomorphic to a subspace of Rp(Lp(N )) which contradicts Lemma 2.4.2

For the convenience of the reader we quote the following lemma which is used both in the next
proposition and in the next section. The lemma is proved in [9] and [10].

Lemma 2.12 Let M ⊂ N be von Neumann algebras, φ a faithful normal state on N and
E : N →M a faithful conditional expectation such that φ|M ◦ E = φ. Let D ∈ L1(M) be the
density of φ.

i) If 1
r

+ 1
s

= 1
p
≥ 1, then E induces a contractive map Ep : Lp(N ) → Lp(M) such that

Ep(axy) = aE(x)b

for all L a ∈ Lr(M), b ∈ Ls(M) and x ∈ N .

ii) Let 1 ≤ p, p′ ≤ ∞with 1
p
+ 1

p′
= 1 and Lp(N , E) be the completion of {aD

1
p |a φ - analytic}

with respect to the norm ∥∥∥aD
1
p

∥∥∥
Lp(N ,E)

=
∥∥∥D 1

p E(a∗a)D
1
p

∥∥∥ 1
2

p
2

.

For p = ∞, we take the closure with respect to strong topology, then

Lp(N , E)∗ = Lp′(N , E)

and the duality is given by the trace on M.

iii) Let 1 ≤ p′ ≤ 2 ≤ p ≤ ∞ with 1
p

+ 1
p′

= 1, then

‖x‖Lp(N ,E) ≤ ‖x‖p

for all x ∈ Lp(M) and
‖x‖p′ ≤ ‖x‖Lp′ (N ,E)

for all x ∈ Lp′(N , E).

Proposition 2.13 For every separable subspace W of
∏
U Cp(Lp(0, 1)) there is a commutative

von Neumann algebra N such that W is completely isometrically isomorphic to a subspace of
Cp(Lp(N )). If in addition W is cb-complemented, then W can be assumed cb-complemented
in Cp(Lp(N )). The same holds with Rp replaced by Cp.
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Proof: Let us consider the commutative von Neumann algebra N = (
∏
U L1)

∗. Let ι :∏
U L1 →

∏
U L1(S1) be the canonical inclusion map, given coordinatewise by ι((f(i)) =

e00 ⊗ f(i) Let q0 = (e00 ⊗ 1) be the projection onto the first corner. Obviously q ≤ q0 and
E = ι∗ :

∏
U L1(S1)

∗ → N defines a conditional expectation. Let M =
∏
U L1(S1)

∗ and
consider the space

‖x‖Sn
q (Lq(M,E)) =

∥∥∥(id⊗ E)(x∗x)
1
2

∥∥∥
Sq(Lq(N ))

defined on the space of elements yd
1
q , d ∈ L1(N ), y ∈ Lq(N). According to Lemma 2.12, we

have
Lp′(M, E)∗ = Lp(M, E)

completely isometrically. Obviously, the inclusion map T :
∏
U Cp′(Lp′(0, 1)) → Lp′(M, E)

is completely isometric and therefore by duality
∏
U Cp(Lp(0, 1)) is completely contractively

complemented in Lp(M, E). Given an element x ∈ Sm
p (W ), we see that

‖x‖2
p = ‖x∗x‖ p

2
= ‖x∗x‖Sm

p
2

[Lp(N )] .

Since
⋃

m Sm
p [W ] is separable, we can find a density D ∈ L1(N ) such that

x∗ijxij ≤ C(x) D
1
p

for all x = (xij)
m
ij=1 in a countable dense subset ∆ of

⋃
m Sm

p [W ]. Multiplying with the support
projection q of D, we can work in N q. For every coordinate y = xij , x = (xij) ∈ ∆, we
consider the polar decomposition

y = ub .

Using Raynaud’s isomorphism [24], we see that b ∈ Lp(qN q). Let N1 be a separable subalge-
bra generated by the elements b = bij(x), x ∈ ∆. Let M1 be a separable subalgebra containing
by the polar decompositions u = uij(x), x ∈ ∆, such that there exists a conditional expectation
E1 : wcl(M1) → N1 leaving φ invariant. Clearly, W is still a (cb-complemented) subspace of
Lp(M1, E) and we can consider the rightN1 module F generated by M1 andN1. According to
[10], Lp(M1,N1) is completely contractively complemented in Cp(Lp(N1)) and therefore the
assertion is proved. 2

Corollary 2.14 If 2 < p < ∞ and F is a quotient of Rp(Lp(0, 1)), then `n
p (Cn

p ) does not embed
uniformly into Cp ⊕p F .

Proof: Assume to the contrary, we can find Tn = (T
(1)
n , T

(2)
n ) : `n

p (Cn
p ) → Cp ⊕p F such that

‖Tn‖cb ≤ 1 and
∥∥T−1

n

∥∥
cb
≤ C .

Let U be a free ultrafilter on the natural numbers and define

T : `p(Cp) →
∏

U
Cp ⊕p

∏
U

F ,
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by T (x) = ((T
(1)
n (x))n∈IN, (T

(2)
n (x))n∈IN). This is well-defined because

⋃
n `n

p (Cn
p ) is norm

dense in `p(Cp). Moreover, for x ∈ Sm
p (`n

p (Cn
p )), we have

‖(id⊗ T )(x)‖ = lim
n′>n

‖id⊗ Tn′(x)‖Sp(`p)⊕pSp(Cp) ∼C ‖x‖Sm
p ((`n

p (Cn
p )) .

Let us denote the first component by T (1) and the second by T (2). We note that
∏
U F is a

quotient space of
∏
U Rp(Lp(0, 1)). Denote the quotient map by q. Then we can find a sep-

arable subspace Y ⊂
∏
U Rp(Lp(0, 1)) such that the image of T (2) is cb isomorphic to q(Y ).

According to Proposition 2.13, we can assume that Y is contained in Rp(Lp(N )) for some
commutative von Neumann algebra N . Moreover,

∏
U Cp is a homogeneous Hilbert space

which carries the Cp structure. Thus every separable subspace is completely isometric to Cp.
Therefore, we can find an embedding of `p(Cp) in Cp ⊕p Y/ker(q). Following the argument
in Proposition 2.11, we see that for the first component T (1) and every ε > 0 there exists an n
such that

∥∥T (1)|{(xk) |x1=x1=···=xn=0}
∥∥

cb
≤ ε. Thus Cp will be cb-isomorphic to a subspace of a

quotient of Rp(Lp(0, 1)). This contradicts Lemma 2.7. 2

Theorem 2.15 Let σ tend to 0 and such that for all n ∈ IN there are subset An of cardinality n
such that σi = αn for i ∈ An and

lim
n

n
1
r αn = ∞ .

Then Xp,cp(σ) does not admit a cb factorization through Cp ⊕p F , F a quotient of a subspace
of
∏
U Rp(Lp(0, 1)).

Proof: Assuming in the contrary we can write id = T + S, where T factors through a quotient
F of

∏
U RpLp(0, 1) and S factors through Cp. We denote by Q the projection onto the Cp

coordinate in Xp,cp(σ) ⊂ `p ⊕p Cp. Using Lemma 2.10, we can decompose S = S1 + S2, such
that S1 : `p → Xp,cp is a completely bounded operator and S2 : Cp → Xp,cp is completely
bounded. For a fixed index i ∈ I we consider

(ei, σiei) = S(ei, σiei) + T (ei, σiei) = σiS2(0, ei) + S1(ei, 0) + T (ei, σiei) .

Thus
1 ≤ ‖S1(ei, 0) + T (ei, σiei)‖+ σi ‖S2‖ .

Hence for i ≥ i0 we get σi ‖S2‖ ≤ 1
2

and therefore

1

2
≤ ‖S1(ei, 0) + T (ei, σiei)‖ .

Let us write
S1(ei, 0) + T (ei, σiei) = (y, σy) .

We have the following alternative: If ‖y‖p ≤ ‖yσ‖2, then

1

2
≤
(
‖y‖p

p + ‖yσ‖p
2

) 1
p ≤ 2 ‖yσ‖2 .
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Hence
1

4
≤ ‖yσ‖2 .

If ‖yσ‖2 ≤ ‖y‖p, we get
1

4
≤ ‖y‖p

and thus
σi

4
‖y‖p ≤ ‖yσ‖p ≤ ‖yσ‖2 .

In both cases we deduce

σi

4
≤ ‖QS1(ei, 0) + QT (ei, σiei)‖2 .

Now we decompose QT = T1 + T2, T1 acting on `p and T2 acting on Cp according to Lemma
2.10. Let n ∈ IN to be determined later and let us assume that σi = αn is constant on a set An

of cardinality n. Let us recall that(∑
i

‖QS1(ei)‖r
2

) 1
r

≤ ‖QS1‖ ≤ C1

and (∑
i

‖T1(ei)‖r
2

) 1
r

≤ ‖T1‖ ≤ C2 .

Thus we get for C3 = ‖T2‖

αnn
1
r

4
≤

(∑
i∈An

‖QS1(ei, 0) + QT (ei, σiei)‖r
2

) 1
r

≤ C1 + C2 +

(∑
i∈An

‖T2(0, σiei)‖r
2

) 1
r

≤ C1 + C2 +

 ∑
i∈An,‖T2(0,ei)‖ ≤ 1

16

‖T2(0, σiei)‖r
2

 1
r

+

 ∑
i∈An,‖T2(0,ei)‖> 1

16

‖T2(0, σiei)‖r
2

 1
r

≤ C1 + C2 + αn
1

16
n

1
r + αnC3card{i ∈ An | ‖T2(0, ei)‖ >

1

16
} .

Hence for n so large that 8(C1 + C2) ≤ αnn
1
r we get

1

16C3

n
1
r ≤ card{i ∈ An | ‖T2(0, ei)‖ >

1

16
} .

Hence we can find a subset Bn of cardinality n
Cr

316r such that for all i ∈ Bn we have

‖T2(0, ei)‖2 >
1

16
.
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Now we consider the map w : `2(Bn) → `2 defined by w(ei) = T2(0, ei). Defining δ =
C−1

3 32−2 and n′ = cardBn we deduce for the approximation numbers of w

1

16

√
n′ ≤ π2(w) ≤

(
n′∑

k=1

ak(w)2

) 1
2

≤
√

δ
√

n′ ‖T2‖+ aδn′(w)
√

n′

≤ 1

32

√
n′ + aδn′(w)

√
n′ .

Therefore with δ′ = C−r
3 16−r we obtain that

1

32
≤ aδn′(w) = aδδ′n(w) .

Let u : `2(Bn) → Cp
∼= `2 be defined by u(ei) = QT (ei, σiei). In order to obtain a lower

estimate for a proportional approximation number of u we observe

αnw(ei) = T2(0, σiei) = QT (ei, σiei)− T1(ei, 0) = u(ei)− T1(ei, 0) .

Since T1 is bounded on `p, the map T ′
1 : `2 → `2 defined by ei 7→ T1(ei, 0) factors through the

inclusions map id2,p : `2 → `p

αnw − u = T1idp,2 ,

Let us recall a result of Carl on the Weyl numbers of idp′,2

k
1
r xk(id : `p′ → `2) ≤ c0 .

Therefore we have
αn

32
≤ aδδ′n(αnw) = aδδ′n(u + αnw − u)

≤ a δδ′
2

n
(u) + a δδ′

2
n
(T1idp,2) = a δδ′

2
n
(u) +

(
2n

δδ′

)− 1
r

c0 ‖T1‖ .

Hence for n large enough such that n
1
r αn ≥ 128c0‖T1‖

δδ′
we obtain

αn

64
≤ a δδ′

2
n
(u) .

It follows that we can find an linear map W : `2 → `2 and a k = δδ′

2
n dimensional subspace

H ⊂ `2(Bn) such that ‖W‖ ≤ 64α−1
n and WQTPH = idH .

Note that cb norm of the identity mapping id : Cp → Xp,cp is completely contractive and thus
we obtain

idH = WQTidPH .

According to our assumption T = w1v1 where v1 : Xp,cp(σ) → F , w1 : F → Xp,cp(σ) and F
is a quotient to a subspace of

∏
U Rp(Lp(0, 1)). We deduce from Lemma 2.8 that

δδ′

2
n

1
r = k

1
r ≤ cp inf

E∈QS(
Q
U Rp(Lp(0,1)))

dcb(C
k
p , E)

≤ cp ‖W‖cb ‖v1‖cb ‖w1‖cb ≤ α−1
n cp ‖v1‖cb ‖w1‖cb .
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Using once more limn n
1
r αn = ∞, we get a contradiction and the assertion is proved. 2

Theorem 2.16 If V ⊆ `p ⊕p Cp ⊕p Rp is a rectangular OLp-space, then there exists an in-
creasing sequence (Xj) of finite dimensional subspaces of V with dense union and non-negative
integers kj , mj , nj and a constant K so that

dcb(Xj, `
kj
p ⊕p Cnj

p ⊕p Rmj
p ) ≤ K for all j ∈ N. (2.2)

In particular V is cb-isomorphic to a cb-complemented subspace of Lp(0, 1)⊕p Cp ⊕p Rp.
If V ⊆ `p⊕p Cp, the Rp-terms in (2.2) disappear and V is cb-isomorphic to a cb-complemented
subspace of Lp(0, 1)⊕p Cp. Similarly if V ⊆ `p ⊕p Rp.

Proof: Since V is a rectangular OLp-space there is an increasing sequence (Xj) of finite di-
mensional subspace with dense union and number k(j), nj(i) and mj(i) and a constant K1 so
that

dcb(Xj, (⊕k(j)
i=1 Snj(i),mj(i)

p )p) ≤ K1 for all j ∈ N.

For every n ∈ N we define

h(n) = sup{mj(i) | nj(i) ≥ n}.

If h(n) ≥ n for all n ∈ N, clearly (Sn
p ) embeds cb-uniformly into V and hence Sp is isomorphic

to a subspace of an ultrapower of `p ⊕p Cp ⊕p Rp which is a Banach lattice of cotype p. This
contradicts [22, Theorem 2.1]. Hence there is an n0 ∈ N so that h(n0) < n0. If nj(i) ≤ n0,
then

dcb(S
nj(i),mj(i)
p , `nj(i)

p (Rmj(i)
p ) ≤ n

1
r
0

and if nj(i) ≥ n0, then mj(i) < n0 and hence

dcb(S
nj(i),mj(i)
p , `mj(i)

p (C
nj(i)
P )) ≤ n

1
r
0 .

We can therefore find a constant K2 and numbers k
′
j , n

′
j(i) and m

′
j(i) so that

dcb(Xj, (⊕
k
′
j

i=1C
n
′
j(i)

p )p ⊕p (⊕k
′
j

i=1R
m
′
j(i)

p )p) ≤ K2 for all j ∈ N.

For every n and j we put Aj(n) = {i ≤ k
′
j | n

′
j(i) ≥ n} and f(n) = supj |Aj(n)|. If f(n) ≥ n

for all n ∈ N, then clearly (`n
p (Cn

p )) embeds cb-uniformly into V ⊆ `p ⊕p Cp ⊕p Rp which
contradicts Corollary 2.14. Hence there is an n0 so that |Aj(n0)| < n0 for all j ∈ N. For every
j we then get

dcb((⊕i∈Aj(n0)C
n
′
j

p )p, C

P
i∈Aj(n0) n

′
j(i)

p ) ≤ n
1
r
0

dcb(⊕i/∈Aj(n0)C
n
′
j(i)

P , `

P
i/∈Aj(n0) n

′
j(i)

p ) ≤ n
1
r
0 .
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Treating the Rp-terms in the same way we obtain that there is a constant K and numbers kj , nj

and mj so that
dcb(Xj, `

kj
p ⊕p Cnj

p ⊕p Rmj
p ) ≤ K for all j ∈ N

which proves formula (2.2). Using an ultraproduct construction as in [5, Section 10.3] we
deduce that there is an ultrafilter U so that V is cb-complemented in

∏
U `p⊕p

∏
U Cp⊕p

∏
U Rp.

Since
∏
U `p is cb-isometrically isomorphic to Lp(N ) for some commutative N and Cp and Rp

are homogeneous, the separability of V gives that it is cb-complemented in Lp(N1)⊕p Cp⊕p Rp

with (N1)∗ separable. DecomposingN1 into discrete and continuous parts we get that Lp(N1) is
cb-contractively complemented in Lp(0, 1) and hence V is cb-isomorphic to a cb-complemented
subspace of Lp(0, 1)⊕p Cp ⊕p Rp.
Since (Rn

p ) does not embed cb-uniformly into `p ⊕p Cp by Lemma 2.7, it is readily seen that
if V ⊆ `p ⊕p Cp, then the Rp-components disappear in the argument above and the ultraprod-
uct construction gives that V is cb-isomorphic to a cb-complented subspace of Lp(0, 1)⊕pCp. 2

As a corollary we obtain

Theorem 2.17 If σ satisfies (1.5) and (1.6), then the spaces Xp,cp(σ) and Xp,rp(σ)are not rect-
angular OLp spaces.

Proof: Assume that Xp,cp(σ) is a rectangular OLp-space. Theorem 2.16 then gives that it is
cb-complemented in Lp(0, 1)⊕p Cp. By Theorem 1.3 we can without loss of generalty assume
that σ satisfies the additional assumptions in Theorem 2.15 and hence this theorem yields a
contradiction. 2

Theorem 2.18 If σ satisfies (1.5) and (1.6) and

V ∈ {Rp ⊕p Xp,cp(σ), `p(Rp)⊕p Xp,cp(σ), Xp,rp(σ)⊕p Xp,cp(σ)} ,

then V is not a rectangular OLp space.

Proof: Let us assume V = `p(Rp) ⊕p Xp,cp(σ). The proof of Theorem 2.16 shows that V is
cb-complemented in Cp ⊕p

∏
U Rp(`p) which contradicts Theorem 2.15 since Xp,cp(σ) is cb-

complented in V . The other cases follow directly from Theorem 2.16. 2

Proposition 2.19 Assume that σ satisfies (1.5) and (1.6)and let U a free ultrafilter on the inte-
gers.

(i) If V ∈ {Xp,cp(σ), Rp ⊕p Xp,cp(σ), Xp,rp(σ) ⊕p Xp,cp(σ)}, then `p(Rp) ⊕p Xp,cp(σ) does
not embed into

∏
U V .

(ii) Xp,rp(σ)⊕p Xp,cp(σ) is not cb-isomorphic to a cb-complemented subspace of
∏
U(Rp ⊕p

Xp,cp(σ)).
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In particular the spaces {Xp,cp(σ), Rp ⊕p Xp,cp(σ), Xp,rp(σ)⊕p Xp,cp(σ), `p(Rp)⊕p Xp,cp(σ)}
are mutually not cb-isomorphic.

Proof: To prove the assertion (i), we observe that V ⊂ `p ⊕p Cp ⊕p Rp. Thus the assertion
follows from the row version of Corollary 2.14. In order to get (ii) we note that Rp⊕pXp,cp(σ) is
complemented in Rp⊕pLp([0, 1]; Cp). According to Proposition 2.13 a separable complemented
subspace of

∏
U Rp⊕pLp([0, 1]; Cp) is cb-complemented in Rp⊕pCp(Lp(N )) for a commutative

N . But the row version of Theorem 2.15 excludes this for Xp,rp(σ). 2

Remark 2.20 If W ∈ {`p(Rp), `p(Rp)⊕pXp,cp(σ), Rp⊕pXp,cp(σ), Xp,rp(σ)⊕pXp,cp(σ)}, then
W contains Rp cb-somorphically which does not cb-embed into an ultrapower of Lp([0, 1]; Cp).
However, Xp,cp(σ) ⊆ Lp([0, 1]; Cp) and hence W does not cb-embed into an ultrapower of
Xp,cp(σ).
Consequently none of the spaces above nor those from Proposition 2.19 can be paved with
local pieces of any of the others except for trivial reasons. It is easily seen that we can also add
`p(Cp)⊕p Xp,rp(σ) and the rectangular OLp space `p(Cp)⊕p Xp,cp(σ) to this list.

At the end of this section we want to compare the space Xp,cp(σ), Xp,rp(ρ) with their intersection
in interpolation sense. Let 2 < p < ∞ and let σ = (σn) and ρ = (ρn) be two positive sequences.
In analogy with the spaces defined in chapter 1 we let the space X(σ, ρ) be the subspace of
Sp⊕p Cp⊕p Rp defined as the closed linear span of the sequence {enn⊕p σnen1⊕p ρne1n}. Note
that X(σ, ρ) is the interpolation space Xp,cp(σ)∩Xp,rp(ρ). We shall show that if σ and ρ satisfy
(1.5) and (1.6), then Xp(σ, ρ) is a rectangular OLp-space if and only if it is cb-isomorphic to
Xp(σ), Xp(σ)⊕pCp, Xp(σ)⊕pRp or Xp(σ)⊕pCp⊕pRp. We first investigate the space Xp(α, β)
where α > 0 and β > 0 are constants. We have:

Proposition 2.21 There is a constant K = K(p) so that if T is a cb-isomorphism of Xp(α, β)
into Lp(0, 1)⊕p Cp ⊕p Rp and P is a cb-projection of Lp(0, 1)⊕p Cp ⊕p Rp onto T (Xp(α, β)),
then either

max(α, β) ≤ K‖T‖cb‖T−1‖cb min(α, β) (2.3)

or
1

2 min(α, β)
≤ K‖P‖cb‖T‖cb‖T−1‖cb (2.4)

If T is a cb-isomorphism of Xp,cp(α) into Lp(0, 1)⊕p Cp and P is a cb-projection of Lp(0, 1)⊕p

Cp onto T (Xp,cp(α)), then
1

2α
≤ K‖P‖cb‖T‖cb‖T−1‖cb. (2.5)

Similarly for Xp,rp(σ).

Proof: Let us assume that β ≤ α (the other case can be proved similarly), let Q1 be the natural
projection of Lp(0, 1) ⊕p Cp ⊕p Rp onto Lp(0, 1) and Q2 the natural projection of Lp(0, 1) ⊕p

Cp ⊕p Rp onto Cp ⊕p Rp. If (fn) denotes the canonical basis of Xp(α, β), we put hn = Q1Tfn
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for all n ∈ N. Since fn → 0 weakly, so does (hn) and we can therefore extract a martingale
subsequence of (hn) and then use the argument in [13] to extract a further subsequence, still
called (hn), so that there exist constants K1 = K1(p) ≥ 1, b1 ≥ 0 and b2 ≥ 0 so that

‖
∑

k

akhk‖Sp[Lp(0,1)] ∼K1 max{b1

∑
k

‖ak‖p
p, b2‖(

∑
k

a∗kak)
1
2‖Sp , b2‖(

∑
k

aka
∗
k)

1
2‖Sp}

for all finite sequences (ak) ⊆ Sp. Plugging in the vectors ak = e1k we get for every n ∈ N that

max(b1n
1
p , b2n

1
p , b2n

1
2 ) ≤ K1‖T‖cb max(n

1
p , αn

1
p , βn

1
2 )

which implies that b2 ≤ K1β.
As in Corollay 2.10 there is a constant K2 only depending on p so that the operator Q2T has a
cb-extension S : Sp ⊕p Cp ⊕p Rp → Cp ⊕p Rp with ‖S‖cb ≤ K2‖T‖cb. Hence we have for all
n ∈ N:

Tfn = hn + Senn + αSen1 + βSe1n.

By [26]
∑∞

n=1 ‖Senn‖r < ∞ and if Q denotes the canonical projection of Sp⊕p Cp⊕p Rp onto
Rp we find by that the operator QT−1PS|Cp is (r,2)-summing and therefore also∑∞

n=1 ‖QT−1PSen1‖r < ∞. In particular we can find a n0 ∈ N so that:

‖T−1PSenn‖+
α

β
‖QT−1PSen1‖ ≤

1

4
(2.6)

for all n ≥ n0. If (Fn) denotes the biorthogonal system to (fn), then clearly |Fn(T−1PSen1)| ≤
1
β
‖QT−1PSen1‖ and hence (2.6) gives that

1 ≤ |Fn(T−1Phn)|+ β|Fn(T−1PSe1n|+
1

4

≤ |Fn(T−1Phn)|+ K2β‖P‖cb‖‖T‖cb‖T−1‖cb +
1

4
.

for all n ≥ n0. If we now assume that K2β‖T‖cb‖T−1‖cb‖P‖cb < 1
2
, then by the above

1
4
≤ |Fn(T−1Phn)| for all n ≥ n0.

By interpolation there exists a constant K3 = K3(p) so that if U denotes the diagonal of
T−1P |[hn] with respect to the bases (fn) and (hn), then U is cb-bounded with ‖U‖cb ≤
K3‖T−1‖cb‖P‖cb and hence for all (ak) ⊆ Sp and all n ≥ n0 we get:

1

4
‖

n∑
k=n0

ak ⊗ fk‖ ≤ ‖U(
n∑

k=n0

ak ⊗ hk)‖Sp[Lp(0,1)]

≤ K3‖T−1‖cbP‖cb‖
n∑

k=n0

ak ⊗ hk‖Sp[Lp(0,1)].

If we plug in the vectors ak = ek1 in this inequality we get that

1

4
max{(n− n0)

1
p , α(n− n0)

1
2 , β(n− n0)

1
p}

≤ K1K3‖T‖cb‖T−1‖cb‖P‖cb max{b1(n− n0)
1
p , b2(n− n0)

1
2 , b2(n− n0)

1
p}
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and therefore α ≤ K1K3‖T‖cb‖T−1‖cb‖P‖cbb2 ≤ K2
1K3‖T‖T−1‖cb‖P‖cbβ. Hence we have

proved the proposition with K = max(K2
1K3, K2).

To prove the statement for Xp,cp(α) we go through the argument above, but we omit the Rp-
coordinate, and adjust the sequence (hn) to the new situation. Then we drop the argument with
the projection Q. The first part will then show that b2 ≤ K1α. If K2α‖T‖cb‖T−1‖cb‖P‖cb < 1

2
,

then the second part will show that α ≤ K1K3‖T‖cb‖T−1‖cb‖P‖cbb2. Hence (fn) is cb-
equivalent to (hn) which is a contradiction because Xp,cp(α) is cb-isomorphic to Cp which
does not embed into Lp(0, 1) by Lemma 2.4. 2

We need the following two lemmas:

Lemma 2.22 Let 2 ≤ p < ∞ and let σ and ρ be two sequences so that there exists a δ > 0 and
an ε > 0 with σn ≤ δρn for all n ∈ N and

∑
σn≤ε σr

n < ∞.
If Xp(σ, ρ) is cb-isomorphic to a cb-complemented subspace of Lp(0, 1)⊕p Cp⊕p Rp, then there
exist 0 ≤ K, M, N ≤ ∞ so that Xp(σ, ρ) is cb-isomorphic to lNp ⊕p (Cp ∩Rp)

M ⊕p RK
p .

If ρn → 0, the last two summands do not occur in the above.

Proof: Assume that Xp(σ, ρ) is a OLp-space, put

A = {n ∈ N | σn ≤ ε}
B = {n ∈ N | σn > ε}

and let σA = {σn | n ∈ A} and σB = {σn | n ∈ B}. In a similar manner we define ρA and ρB.
Clearly we can write

Xp(σ, ρ) = Xp(σA, ρA)⊕Xp(σB, ρB).

If lim inf ρA(n) > 0, Xp(σA, ρA) is cb-isomorphic to R
|A|
p (which is cb-isomorphic to `

|A|
p in

case A is finite). Assume next that lim inf ρA(n) = 0. If ρA satisfies (1.6), Xp(σA, ρA) is
cb-isomorphic to Xp,rp(ρA) which contradicts Theorem 2.17 and hence there is an ε1 > 0 so
that

∑
ρA(n)≤ε1

ρA(n)r < ∞. We may without loss of generality assume that ε1 = ε and can

conclude that Xp(σ, ρ) is cb-isomorphic to `
|A|
p . If n ∈ B, ε < σn ≤ δρn so that Xp(σB, ρB) is

cb-isomorphic to (Cp ∩Rp)
|B|.

Summing up we have found that there exist 0 ≤ K, M, N ≤ ∞ so that Xp(σ, ρ) is cb-
isomorphic to `N

p ⊕p (Cp ∩Rp)
M ⊕p RK

p . 2

Lemma 2.23 Let 2 < p < ∞ and let σ and ρ be two sequences so that Xp(σ, ρ) is cb-
complemented in Lp(0, 1) ⊕p Cp ⊕p Rp. Then {ρn | σn ≥ ε} does not satisfy (1.6) for any
ε > 0. The same holds with σ and ρ interchanged.

Proof: Assume that there is an ε > 0 so that {ρn | σ ≥ ε} satisfies (1.6).Then it also satisfies
(1.5) and if β > 0 is arbitrary, we can find a sequence (Bk) consisting of mutually disjoint finite
subsets of N so that

β ≤ (
∑

n∈Bk,σn≥ε

ρr
n)

1
r ≤ 2β.
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For every k ∈ N we put αk = (
∑

n∈Bk,σn≥ε σr
n)

1
r and arguing like in Proposition 1.2 we get that

Xp((αk), β) is cb-complemented in Xp(σ, ρ). Clearly α = lim inf αk ≥ ε and if we choose a
subsequence (αkm) tending sufficiently fast to α we conclude that Xp(α, β) is cb-complemented
in Xp(σ, ρ) and hence also in Lp(0, 1) ⊕p Cp ⊕p Rp. This violates (2.3) and (2.4) for β small
enough. 2

We are now able to prove:

Theorem 2.24 Let σ and ρ be two sequences satisfying (1.5) and (1.6). If Xp(σ, ρ) is a rectan-
gular OLp-space, then it is cb-isomorphic to Xp(σ), Xp(σ)⊕p Rp, Xp(σ)⊕p Cp or Xp(σ)⊕p

Cp ⊕p Rp.
If in addition σn → 0 and ρn → 0, Xp(σ, ρ) is cb-isomorphic to Xp(σ).

Proof: If Xp(σ, ρ) be a rectangular OLp-space, Theorem 2.17 shows that it is cb-isomorphic
to a cb-complemented subspace of Lp(0, 1) ⊕p Cp ⊕p Rp. Assume that for all ε > 0 and all
δ > 0 we have that

∑
{ρn≤δσn,ρn≤ε} ρr

n = ∞. We shall show that this leads to a contradiction.
Let δ > 0 be given arbitrarily, put A = {n ∈ N | ρn ≤ δσn} and define σA and ρA as in
Lemma 2.22. Clearly ρA satisfies (1.5) and (1.6). If for some ε > 0

∑
{σA(n)≤ε} σA(n)r < ∞,

then also
∑

{σA(n)≤ε} ρA(n)r < ∞ and therefore {ρA(n) | σA(n) > ε} satisfies (1.6) which
contradicts Lemma 2.23. Hence also σA satisfies (1.5) and (1.6). Let now α > 0 be arbitrary,
choose mutually disjoint finite sets Ak ⊆ N so that for all k ∈ N we have

α ≤ (
∑
n∈Ak

σA(n)r)
1
r ≤ 2α

and put βk = (
∑

n∈Ak
ρA(n)r)

1
r for all k ∈ N. Again Proposition 1.2 shows that Xp(α, (βk)) is

cb-isomorphic to a cb-complemented subspace of Xp(σ, ρ) and by choosing a subsequence of
(βk) tending sufficiently fast to β = lim inf βk > 0. we obtain that Xp(α, β) is cb-isomorphic
to a cb-complemented subspace of Xp(σ, ρ). If β = 0 we have Xp(α, β) = Xp,cp(α) and this
violates (2.5) of Proposition 2.21 for α small enough. If β > 0, then β ≤ 2δα and this violates
(2.3) of Proposition 2.21 for δ small enough. By choosing α small enough (2.4) is violated and
we have reached a contradiction.
Interchanging the roles of σ and ρ in the argument above we can conclude that there is a ε > 0
and a δ > 0 so that ∑

{σn≤δρn,σn≤ε}

σr
n < ∞ (2.7)

∑
{ρn≤δσn,ρn≤ε}

ρr
n < ∞. (2.8)

Let A be as above and put

B = {n ∈ N | δρn < σn <
1

δ
ρn}

D = {n ∈ N | σn ≤ δρn}
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and define the sequences (σA), (σB), (σD), (ρA), (ρB), and (ρD) as before. We can then write

Xp(σ, ρ) = Xp(σA, ρA)⊕Xp(σB, ρB)⊕Xp(σD, ρD).

By Lemma 2.22 Xp(σA, ρA)⊕Xp(σD, ρD) is cb-isomorphic to lNp ⊕p (Cp∩Rp)
M ⊕p CK

p ⊕p RL
p

for some 0 ≤ k, L,M,N ≤ ∞. Xp(σB, ρB) is cb-somorphic to Xp(σB) and since σB satisfies
(1.5) and (1.6) it contains cb-complemente copies of lp⊕p (Cp∩Rp) which shows that Xp(σ, ρ)
is cb-isomorphic to Xp(σB) ⊕p CK

p ⊕p RL
p . This finishes the proof since clearly Xp(σB) is

cb-isomorphic to Xp(σ). Obviously the Cp- and Rp-terms do not appear in case σn → 0 and
ρn → 0. 2

3 Operator space properties of the matricial Rosenthal spaces
In this section we will discuss the operator space structure of the matricial Rosenthal spaces.
As before we let p > 2, 1

2
= 1

p
+ 1

r
, and let σ be a sequence with σn ≥ 0. (ξn) denotes the unit

vector basis of `2. Throughout the rest of the paper we let R denote the hyperfinite II1 factor
defined as the σ-weak closure of the infinite tensor product ⊗n∈NM2 in the GNS-construction
with respect to the tracial trace τR = ⊗n∈N

tr
2

.
We start with the following result on Yp(σ):

Proposition 3.1 Yp(σ) is complemented in Lp(R).

Proof: Let µ denote the Lebesgue measure on ]0,∞[ and let An ⊂]0,∞[ be disjoint sets with
µ(An) = σr

n for all n ∈ N. We consider the subspace V ⊂ Lp((0,∞); Sp) ∩ L
rp∩cp

2 (]0,∞[; S2)

defined as the closure of {
∑
n

µ(An)−
1
p 1Anxn | xn ∈ Sn

p }.

Given Xn ∈ Sp ⊗ Sn
p , we have∥∥∥∥∥∑

n

µ(An)−
1
p 1AnXn

∥∥∥∥∥
Lp(Sp)

=

(∑
n

‖Xn‖p
p

) 1
p

.

Further ∥∥∥∥∥∑
n

µ(An)−
1
p 1AnXn

∥∥∥∥∥
Sp[L

cp
2 ]

=

∥∥∥∥∥∥
(∑

n

µ(An)1− 2
p (id⊗ tr)(X∗

nXn)

) 1
2

∥∥∥∥∥∥
Sp

=

∥∥∥∥∥∥
(∑

n

σ2
n(id⊗ tr)(X∗

nXn)

) 1
2

∥∥∥∥∥∥
Sp

The calculation for the row term is similar. Comparing this with (1.22) we obtain that V is
cb-isomorphic to Yp(σ).
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For every n ∈ N we let pn denote the orthogonal projection of `2 onto span{ξn | n(n−1)
2

+ 1 ≤
k ≤ n(n+1)

2
}. Since B = {

∑
n 1An ⊗ xn | xn = pnxnpn} is a von Neumann subalgebra of

L∞((0,∞); B(`2)) and the restriction of the trace is normal on B, we deduce from [28] that
there is conditional expectation

E(x) =
∑

n

1An ⊗
∫
An

pnx(t)pn
dt

µ(An)

which is completely contractive on Lp((0,∞); Sp) for all 1 ≤ p ≤ ∞. Clearly E is a projection
onto V and hence V is cb-complemented in Lp((0,∞); Sp)∩ L

cp∩rp

2 ((0,∞); S2). According to
[9] the latter space is cb-isomorphic to Lp(R) and the assertion is proved. 2

Remark 3.2 According to [9], the spaces

Lp((0,∞); Sp) ∩ L
cp

2 ((0,∞); S2) and Lp((0,∞); Sp) ∩ L
rp

2 ((0,∞); S2)

are cb-isomorphic to completely complemented subspaces in Lp(R⊗B(`2)) and hence the same
argument as above shows that Yp,cp and Yp,rp are cb-isomorphic to cb-complemented subspaces
of Lp(R⊗B(`2)). However, in general we cannot expect a cb-embedding into Lp(R). Indeed,
from Theorem 1.5 it follows that if σ satisfies (1.5) and (1.6), then Sp cb-embeds into Zp(σ) but
it does not embed into Lp(R) according to a result of Suckochev [27]. Hence Zp(σ) does not
cb-embed into Lp(R).

Corollary 3.3 The spaces Yp(σ), Yp,cp(σ) and Yp,rp(σ) have the γp-AP.

Proof: Since Lp(R ⊗ B(`2)) is the Lp space of an injective von Neumann algebra, this space
the γp-AP. The γp-AP passes to complemented subspaces. 2

We now turn our attention to the space Zp(σ) but for this we need some preliminary results.
Let m, n ∈ N and let D be a positive m × m diagonal matrix with tr(D) = 1. We define
Zm

p (n, D) to be the subspace of Sm
p ⊕p Cm2

P ⊕p Rm2

p defined by:

Zm
p (n, D) = {(x, n

1
r xD

1
r , n

1
r D

1
r x) | x ∈ Sm

P }.

Here we consider xD
1
r as an element of Cm

p (Cm
p ) = Cm2

p and D
1
r x as an element of Rm

p (Rm
p ) =

Rm2

p . The spaces Zm
p,cp

(n, D) and Zm
p,rp

(n, D) are defined similarly as subspaces of Sm
p ⊕p Cm2

p ,
respectively Sm

p ⊕p Rm2

p .
For every 1 ≤ i ≤ n we define Ψi : Sm

p → Smn

p = S⊗n
p by

Ψi(x) = D
1
p ⊗ · · · ⊗D

1
p ⊗ x⊗D

1
p ⊗ · · ·D

1
p
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for all x ∈ Sm
p where x is the ith factor. Further we put

Up(x) = n−
1
p

n∑
i=1

εiΨi(x) for all x ∈ Sm
p

Up,c(x) = n−
1
p

n∑
i=1

εiΨi(x)⊗ ei1 for all x ∈ Sm
p

Up,r(x) = n−
1
p

n∑
i=1

εiΨi(x)⊗ e1i for all x ∈ Sm
p

where (εi) is the sequence of Rademacher functions on [0, 1].

Theorem 3.4 Up acts as a cb-isomorphism of Zm
p (n, D) onto its image which is cb-complemented

in Lp([0, 1], Smn

p ) with cb-norms only depending on p. Similarly Zm
p,cp

(n, D) (Zm
p,rp

(n, D)) is cb-
complemented in Lp([0, 1]; Smn

p ⊗ Cn
p ) (Lp([0, 1]; Smn

p ⊗Rn
p )) via the map Up,c (Up,r).

Proof: Let {xjk | 1 ≤ j, k ≤ m} ⊆ Sp. If we for every 1 ≤ i ≤ n put

Yi = εi

∑
j,k

xjk ⊗Ψi(ejk),

then the Yi’s are independent in the sense of [13] and have mean zero.
Therefore, if we put E(x⊗y) = tr(D1− 2

p x)y for all x ∈ Smn

p and all y ∈ Sp and let “∼” denote
a two-sided inequality with constants only depending on p, [13, Theorem 1.2] gives that

‖
∑
j,k

xjk ⊗ Up(ejk)‖Sp[Lp(Smn
p )] = n−

1
p‖

n∑
i=1

Yi‖Sp[Lp(Smn
p )] (3.1)

∼ n−
1
p max{(

n∑
i=1

‖Yi‖p

Sp[Lp(Smn
p )]

)
1
p , ‖(

n∑
i=1

E(Y ∗
i Yi))

1
p‖Sp , ‖(

n∑
i=1

E(YiY
∗
i ))

1
p‖Sp}.

For all i ≤ n we easily get that

‖Yi‖Sp[Lp(Smn
p )] = ‖

∑
j,k

xjk ⊗ ejk‖Sp[Sm
p ]

Further

‖(
n∑

i=1

E(Y ∗
i Yi))

1
2‖Sp = n

1
2‖(
∑
j,k

σ
1− 2

p

k x∗jkxjk)
1
2‖Sp = n

1
2‖

m∑
k=1

σ
1
r
k

m∑
j=1

xjk ⊗ ejk‖Sp[Cm2
p ]

and similarly

‖(
n∑

i=1

E(YiY
∗
i ))

1
2‖Sp = n

1
2‖

n∑
j=1

σ
1
r
j

m∑
k=1

xjk ⊗ ejk‖Sp[Rm2
p ].

33



Combining these calculations with (3.1) we get that U is a cb-isomorphism of Zm
p (n, D) onto

its image.
For every 1 ≤ i ≤ n we define Ψ′

i : Sm
p′ → Smn

p′ by

Ψ′
i(x) = D

1
p ⊗ · · · ⊗D

1
p ⊗ x⊗D

1
p ⊗ · · · ⊗D

1
p

for every x ∈ Sp′ where x is the ith factor and Up′ =
∑n

i=1 εiΨ
′
i(x) for all x ∈ Sp′ . Using [13,

Theorem 4.3] we can in a similar manner as above obtain that Up′ acts as a cb-bounded operator
from Zm

p (n, D)∗ to Lp′([0, 1], Smn

p ) It is readily verified that UpU
∗
p′ is a cb-bounded projection

of Lp([0, 1], Smn

p ) onto the range of Up.
The argument for Up,c and Up,r can be done similarly. 2

We are now able to prove:

Theorem 3.5 Let 2 ≤ p, r < ∞ such that 1
2

= 1
p

+ 1
r
. If σ is a sequence of positive numbers

such that σ /∈ `r and lim infn σn = 0, then the spaces Yp(σ), Yp,rp(σ), Yp,cp(σ), Zp(σ), Zp,r(σ),
Zp,c(σ) are COSp spaces.

Proof: Let us consider

sj =

j∑
k=1

σr
k

By assumption sj tends to ∞ and hence we can find a subsequence (jk) and integers nk such
that

nk ≤ sjk
≤ nk + 1 .

By definition Zp, Zp,c, Zp,r is the closure of
⋃

k Zjk
p ,
⋃

k Zjk
p,c,
⋃

k Zjk
p,r, respectively. Fix k ∈ IN

and define ρk = s−1
jk

(σr
j )j≤jk

. The map

w(x) = (x, n
1
r
k xD

1
r
ρk , n

1
r
k D

1
r
ρkx)

yields an isomorphism between Zjk
p (σ) and Zp(nk, Dρk

). Indeed, for σk = (σj)j≤jk
we have

n
1
r
k D

1
r
ρk =

(
nk

sjk

) 1
r

Dσk

and

1 ≤
(

nk

sjk

) 1
r

≤ (1 +
1

nk

)
1
r ≤ 2 .

Hence by Theorem 3.4 Zjk
p (σ) has the γp–AP with a constant only depending σ and p and

therefore Zp(σ) has the γp–AP. Similarly for Zp,cp(σ) and Zp,rp(σ). Yp(σ), Yp,cp(σ), and Yp,rp(σ)
have the γp–AP by Corollary 3.3. Since lim infn σn = 0, we can find a subsequence σ′ = σnk

such that (σnk
) ∈ `r. Then the map Mr : Sp → Cp(IN

2) defined by Mr(x) = xDσ′ is completely
bounded and similarly, Ml : Sp → Rp(IN

2) defined by Ll(x) = Dσ′x is completely bounded.
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If A = {nk : k ∈ IN}, then the subspace ZA = {(xij) | i ∈ A, j ∈ A} is cb-isomorphic to Sp

and is complemented in Zp(σ), Zp,c(σ), and Zp,r(σ), respectively. By the definition of Yp(σ)
we deduce that YA = {(xk)k |k ∈ A, xk ∈ Mmk

} is cb-isomorphic to (
∑

k∈A⊕pS
mk
p )p and

cb-complemented. Thus all these spaces contain Sn
p ’s uniformly complemented. According to

[14, Theorem 2.2], we deduce that these spaces are COSp spaces. 2

4 Uncomplemented copies of some OLp–spaces
Throughout this section, 2 < p < ∞, unless specified otherwise.

Theorem 4.1 Let X and Y be subspaces of rectangular OLp spaces so that X is completely
isomorphic to a subspace of Y . Then `p(Y ) (respectively, Sp[Y ]) contains an uncomplemented
completely isomorphic copy of `p(X) (respectively, Sp[X]).

Before proving the theorem, we formulate a corollary of it.

Corollary 4.2 (a) Suppose X is one of the following operator spaces: `p, Sp, Kp, or Lp(R).
Then X contains an uncomplemented copy of itself.

(b) Suppose N is a group von Neumann algebra with QWEP, and X is either `p(Lp(N )), or
Sp[Lp(N )]. Then X contains an uncomplemented copy of itself.

Proof: All the spaces listed in parts (a) and (b) are OLp– spaces (see [11] for the spaces from
part (b)). Moreover, any of the spaces X listed in part (a) is completely isomorphic to `p(X),
by Pełczyński’s decomposition method. The same argument shows that for N as in part (b)
Sp[Lp(N )] is completely isomorphic to `p(Sp[Lp(N )]). 2

To establish Theorem 4.1, consider a finite dimensional version of the Rosenthal space. More
precisely, if σ = (σn)n∈N is a sequence of positive numbers, then we let Xm

p (σ) be the linear
span of the first m vectors of the canonical basis of Xp(σ). By Corollary 2.2 there exists
λ > 0, and a sequence (km)m∈N , s.t. `km

p contains a λ-completely complemented λ–completely
isomorphic copy of Xm

p (σ).
Now suppose the sequence (σn) satisfies (1.5) and (1.6). By [26], if Pm is a projection from
`m
p ⊕p Rm

p ⊕p Cm
p onto the “natural” copy of Xm

p (σ), then limm ‖Pm‖ = ∞. By [20] (see
also [23]), `m

p ⊕p Rm
p ⊕p Cm

p embeds into `3m

p cp–completely isomorphically. Thus, there exists
a sequence (Tm) of complete contractions Tm : Xm

p (σ) → `3m

p so that ‖T−1
m ‖cb ≤ cp, and

limm ‖Qm‖ = ∞ whenever Qm is a projection from `3m

p onto range(Tm).
The properties of the spaces Xm

p (σ) yield:

Lemma 4.3 `p contains an uncomplemented completely isomorphic copy of itself.
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Proof: Suppose the sequence (σm) satisfies (1.5) and (1.6). Consider the spaces Y = (
∑

m `3m

p )p,
and Z = (

∑
m Tm(Xm

p (σ)))p. By the discussion preceding the statement of this lemma, Z is an
uncomplemented subspace of Y . Moreover, Y is completely isometric to `p. It remains to show
that Z is completely isomorphic to `p. To this end, note that Z is completely isomorphic to a
completely complemented subspace of (

∑
m `km

p )p ∼ `p. Moreover, Y contains a completely
complemented copy of `p. As `p = `p(`p), we complete the proof by applying a Pełczyński
decomposition method. 2

We need yet another lemma.

Lemma 4.4 Suppose X is a rectangular OLp space, and T is a complete isomorphism from `p

onto a subspace. Then T ⊗ IX is a complete isomorphism from `p(X) onto its range, viewed as
a subspace of `p(X).

Proof: We can assume that T is a complete contraction and let c = ‖T−1‖cb. It suffices to show
that T ⊗ ISN

p
: `p(S

N
p ) → `p(S

N
p ) is a complete contraction, and ‖(T ⊗ ISN

p
)−1‖cb ≤ c. To

complete the proof identify `p(S
N
p ) with SN

p [`p] and apply Proposition 0.1. 2

Remark 4.5 The same result also holds for complete isomorphisms from Sp onto its subspaces.

Proof of Theorem 4.1: Suppose X and Y are subspaces of rectangular OLp–spaces and
S : X → Y is a complete isomorphism. Let T : `p → `p be a complete isomorphism with
an uncomplemented range (such a T exists, by Lemma 4.3). By Lemma 4.4 T ⊗ S deter-
mines a complete isomorphism from `p(X) onto a subspace of `p(Y ). It remains to show that
range(T ⊗ S) is uncomplemented. Indeed, suppose for the sake of contradiction that there ex-
ists a projection P from `p(Y ) onto range(T⊗S). Pick x ∈ X\{0} and denote by Q a bounded
projection onto span(Sx). As T is a complete isomorphism, Q̃ = Irange(T ⊗Q is a completely
bounded projection from range(T ⊗ S) onto range(T ) ⊗ span(Sx). Hence Q̃ ◦ P |`p⊗span(Sx)

is a bounded projection from `p ⊗ span(Sx) onto range(T )⊗ span(Sx) which contradicts the
fact that range(T ) is uncomplemented. 2

Corollary 4.6 Suppose N is a von Neumann algebra equipped with a normal semi-finite faith-
ful trace which is not of type I . Then there exists an uncomplemented subspace X of Lp(N )
completely isomorphic to Lp(R)

Proof: By [14] (see also [21]) Lp(N ) contains a (completely contractively complemented) sub-
space Y , completely isometric to Lp(R). By Theorem 4.1 Y contains an uncomplemented copy
of Lp(R). 2

Corollary 4.7 (1) Every infinite dimensional rectangular OLp–space contains an uncom-
plemented copy of `p.
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(2) Every infinite dimensional OSp–space contains an uncomplemented copy of (
∑

n Sn
p )p.

Proof: By [14] any OLp–space X (with 1 < p < ∞) embeds completely isometrically (and
even completely contractively complementedly) into ΠUSp, where U is an ultrafilter. By [24]
and [25] X contains a completely isomorphic (and even completely complemented) subspace
Y , completely isomorphic to `p. Moreover, if X is an OSp–space, then it contains a subspace
Y , completely isomorphic to (

∑
n Sn

p )p. In either case an application of Theorem 4.1 completes
the proof. 2
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