
.AE?:::::::::::::::::-..
Recall from probability that if

an experiment has

probably pot success
then we expect to repeat

it Yp

times before to first
success occurs

.

r%;÷÷÷¥::=*. - rn
Gwen

and a permutation
1T : 342 , - in ) -

s 41,2 , - - int

let H¥lV , Ait ) be
the subdisraph country

of the

arcs that go forward
wrt IT : At = }%⇒% ,

111-41<11-41 }

⇒
⑥ @ • 0

,
-
- - O

% lil Fta Olten

Eoerywalkinltisapathsinulttiisacyc.li#
From now on IT is a rmdom_ permutation
of 11,2 , - - in }



Not if 6--14 E) is undirected and

IT is a permutation of
V
,

then IT induces a

random acyclic orientation
of 6 by orienting

an edge Ure
E ao u -so precisely if

IT (a) < IT to) (
when IT is thought of

as a permutation

of the indices of
V= 30, is -

- out /

So when we deal
with an ordinated

g- mph the
derived digraph

(the random acyclic
orientation ) D

'

still has G as its
underlying graph

If 6 is already a digraph ,

then

we only keep Thon arcs
of

D which agree with
IT so

UVEA is in Ait if and only if

@ &
. • 0 @

°

TIKI
U ✓ IT(a)



simphobmra.fi#:1fP=0i,0ii--0iae , is a

simple path in D
,
then P is a path in Hit

with probability ¥ !

( P c- It ⇔ IT I < IT K . _

<Tiki) )

Theorem Let 6 be a Cali)graph which contains

a simple directed
) path of length

K
.

Such a path can be found
en 0 (&-111 ! m )

time

when m is the number of
edges/arcs of 6 .

PWI Let it bea random permutation of V and

form Hit at above
( include only forward

was )

Find a longest path Q
in 1¥ (easy as Hit is acyclic)

If Q has length at
least k we output a subpath of

length t.br
.

If not we try with
a new

random permutation

Expected # repetitious is ¥÷ = Ken !

So expect>dwnmus him 0 Kke 11 ! m )

a) longest path in It can be found
in time 0cm ) ☐ .



ImpwvcmmtifG-C.VE#undivectd:
First un depth first search from an arbitrary

verbs 0

If we find a vertex
w at depth k then

we output

the cows - path P of the DFS tree

It no vertex of depth
k is ever

fond then G ha,

at most KWI
edges since all

back edges to
the Dfs tree

point to
ancestor :

of green path
so /E / = IVI- I 1- 4- backedso

_fo
-

Every tack else

↳
→ ≤ t.vl-l-wl.lk-11

→

so 1- averts

on that path < KIVII.↳
So either we found

the chained path via DFS

or we have
in ≤

kn

Now run the random permutation method

on G. As meockn )
the expected

time to find a good path
is

0 (Kil ) ! kn ) = 0 (4+2)
! n )



Theorem2•2- let G-We E) be a dit graph
that contains

a simple cycle of length
k

.

Then such a cycle can

be found in expected
time Ock ! loskvw ) time ,

when w is the constant such that multiplying
two

nxn matrices can be done in
OC uw ) time .

V =3 1,2 - - ulPWI canl-G.tv ,E) a graph

let D be a random acyclic
orientation of 6

and consider
the M
"
when M is the adjacency

matrixof D .

So M¥
'
=

I ⇔ D has an

④ j ) -path ◦t length
k-1

.

And we can vein brooch a path
Qij

If 7- i-tjs.tn?j--lomdijc-E
then

the edn ij and any 1-path of lens
th k-1

(showing that Might = 1 ) show ,
that G has

a k - cych .

The probability that an
I -path Q of lens

th k- l

in 6 will occur as a
directed -path in D is

( 2 good permutations ☒ and
§ )

i j
So if •→

µ
K - cych in 6

then

this cycle is foundwith probability 2g



It takes time Ollosklvlw ) to calculate M
"

M
,

Mh
,
M
"

.
- -
MP

,

MM p ch
- I < 2p

write k- l in binary es 101101

and un thou powers of
M to find mkt

e. g M6= M4✗m2 as
6 = 1 1 00

Canis Disa digraph
◦ n n vertices

let IT bea rundown permutation of
him _ .nl

Fora Hit from D and let MA be adjacency mabixot#

If Mkt has a
1 in position 1 we check

it

if j→i is an arc of
D.

It yes for 20m€, ;)
we
return yes (

and a Kisch)

qln repeat with new
#
b. cychiu 'D

i
•
_<Ñ

Q ha , probability
ʰ ¥ of beans a

path in ¥

Expected # of repetition is = k !



Randomcotonhss
Given a ④ graph 6--14 E)

and a coloring

C : ✓ → k .

Then a path P in 6 is

colorful if each
vertex on P received

a

different color
via c.

Observations assuming C : ✓→
k is random colony

-

• If P is a colorful path ,

then P is a simple path

•
Each simple path

P of length
b- 1 has

a chance of k¥ > e-
k of becoming

colorful

6mma. let G-- CV , E)
be a@ 1 graph and

C : ✓→ Eh] a
random k -wl of V. If

6 has

a colorful path of length
K- l this such a path

can
be found in expected

time 2014m

PWI Add a new vertex s of
color 0

with Lane) edges to
all of V

has a path of lens th
k fans

÷ ¥::÷:÷:*"
D



We will construct a colorful path status
at s using

dynamic programming
:

For each UGV and ie [k] we maintain

•
a list Ci,o of subnts of size

i such that

some known ⇔- path of length i
uns exactly the

colors from that subnet .
E.si=3 and CE Czar

G- 32 ,
4,71

;→;→→:i← Pk)

•
An@o1.pathPl4foreac4subntcc-Ci.F
Initially i. = 1 and Ciao = }} can } } only one subntinci.ir

Make Cia ,u
lists from Cip lists

:

V-vc-VV-CC-co.ir and path
PCC) corresponding to C :

true A : if cat ¢ C

C :C+ Clu)

p (c) =P@ In TFF :

clearly D
'
ha, colorful path ◦ 1- length

K from s

④
Iv sit Chir -1-0

Complexity :
•
checking whether c@ I C- C in round i is Oci )

•
Total number of possible sets

in round i ( bi )

•
we check to- each are so i (E) m in round i

⇒ 0 (Éi (E)m ) = Of k - m - ICH )=0(k2ʰm )
in

E-0



-

let 6--14 E) be a ⑥ Israelilemma 3.2

and let c : V → Ek] be a
k- w lot ✓

In time 2014mm we can find all pairs

✗
, y c-

V which are connected by a
colorful

path of lensth k
- 1

PIT For a given ✗ c- V we can find all

y c-
V-✗ set 6 has a colorful ⇔ , _path ot

length K- l in
time 20h4m by using

the previous algorithm
when s only has an arc

to✗

So as thin an
n choice , for ✗ we set total

time 2014am
.

( second part of proof
in Alon paper

not pinions)

Now wear ready
to show the

power of color coding
.



Theorem-3.is
If a digraph 6=14

E) has a path of length k
- l

then we can find such
a path in 2014m expected time

pnot
A path P = oik . _ou of length

K - l has a

chance of kµ!_ > e-k of becoming colorful

Under a random k - columns of
V

Thus the expected number of
times we have to

Choon a random colours before P becomes

colorful land thus G has a colorful path of length
K-1)

is at most ek = 2k
'%e

Running the algorithm of
lemma 3. I 240¥ time,

take 2014m time ☐
.

To law for h -meh > we un

lemma 3.2 .



-

IfG-tvoEJisa@i1sraphwit4sTheorem3.Y

k- cycle .

Then we can find
such a cycle in

20ᵗʰ)n . in expected time

PWI consider a key uh of
6 (a)oom directsd)

✗
•c-%

¥¥t
As before Pxy has a chance of {÷ > e-ʰ of
becoming colorful on he C So we check for all

✗≠y and
all colorful ⇐y ) -paths whether y

→×

if yes we have found
a h-cycle

Expected # repetitions
before a fixed kirsch is found

is ek

and time to check all Kyi - path ) to
- one

h - al c is

20ᵗ !h n.in so since we expect to repeat
utmost ele

time,
,

the expected time before
some Chi , found is

◦(b)
L n - m

Note : for keoclosn ) this is polynomial !

All algorithms above can be de randomized

to give polynomial deterministic algorithms
!

not pension !



sechin5.T-indingcychsinminorclondgrap-DetinihI.co= IV. E) is d- degenerate

if every subgraph of
G has a vcrtosot

degree utmost
I

Llmma5 Given a graph 6--14
E) of degeneracy d

we can find an acyclic
orientation D of 6

sit It@ , ≤I to
in time 0(Elosv )

P : Repeat choosing a
vertex v of minimum degree

in current graph and
remove this .

As G is k - degenerate
the vertex v has at most

d

neighbours left so we get
on ordering

• @ o -
-

•€
-
_ . •

at most kedses

now orient from left to right .



-

A subgraph Hof 6--1WE
) is

Minors

a minor of 6 if It can
be obtained

from 6 by removal
and contraction

otedsej

A class E of graphs is minor - closed

If GEE and It is a
minor ◦ 1- 6

⇒ Hee

Example : Planar graphs

T¥Funf$%¥#via , minor-done
okesootsrar"

then exist a constant de
such that every

graph Gee
ha , degeneracy at

most de

For example dplauw ≤ 5 as every planar

graph hat a vertex of
desire at most 5



Theorem 5.2 let E be a non-trivial minor - cloud
class of graph

-Ñ k≥ 3 be a fixed integer .

Then exists a randomized
algorithm which given

G = CV ,
E) from E find a k

-cycle Chiu 6

( if on exists ) in 0 (Nl ) expected time .

Prout we may assume
that G contains a Cu

let c : ✓→ [
he] be a random

b-wl

21-03+4 ← colors otc

A k- cycle Ck is
well- colored if i •

-
i

'

k k-ip(Cuwdlw1ond=÷-]
Remand
The randomized als A wall von in

time 01kW )

and for a given C : U - >[kid d- will
find some well

-aloud

Cu with probability at
least ¥1k when di > the

desert rang of G , provided
that some K- cycle is

well-al undue .

Combining this with the
initial random colonies phan

we can find some Cu with probability
at least

¥k' ⇒ Expected no ofvepetsou
,

color -1A be track is found

is O¢2dk)ʰM)=o(Nl )
as kid are constant



Algonthmfi
Input G- CYE )

and C : ✓→ Eh]

1 . Delete all edge
, uv for which we

do not

1 C@ I - C@ I / = I modk Connon
hue colors I

have

( such edges cannot belong
to a well - colored

Ck )

2 . Find acyclic
orientation Dot remains graph

such that d-b.co ) ≤d for all v
,

3. to label the outgoing
arcs by 1,2 ,

-
- Its@I •g

This takes OCU ) time as G is d degenerate ¥4
0kt Ok

4
. If Cy is well

colored
,
then it contains an

edn •-

color let
e
h

Now D- guesses (by flipping fair
coins )

•
the orientation of e

k - l - ok ◦ r k - oh
- I P = ±

• the index of e in the ordains of arcs with

the same tail ( k-1 if b- i - ie
elnk ) pliudex=D

=td
let c. c- 41,2 ,

- - ill be the guessed
index



☐ If d- guessed •
• then

k- I k

all arcs from color
b- I 60 k with index ≠ i

are removed
i

☐ If d- guessed ◦c-• then
let k

remove all arcs from
color k

to k -1 which

have index ti

Hen we un that @ is minor
-
cloud to ensure

that the resulting graph
G
'
is also in

e

Assuming that
G contains a well -

colonel Ck

the new graph G
' contains awell -colonel Coe

with

probability at
bait 1- • te = Id

In 6
'
the sub digraph induced by

colors b- land k

i.a.* " "
" """

EE¥☒÷"
k k- I

k- I k



Now contract each in - star to a single vertex

and give
it color @- 1)

Hen we un that e is minor -cloud
so new G

"
c-e

⇒ contract

→÷¥÷:*. A.•_
Call the new graph

G
"

and the new colony
C
"

G
" contains a well

-
colonel Ck - l

④
G
' contains a well -

colonel Ck

when we contract :

⇒¥,
Col k- L h- I k ai ,

k- h k-1 I



Re : look for well - colonel Cia , in 6
"

In time 0 (4-1) V1 we will find
a
well -colonel

cut in
6
"
with probability at least ¥-1

From such a Cuy we got a well
- colonel Ching

'

( and thus in G) if
G

' contains one and

we saw
that this happens with probability

at least Id .

Total time spend is
01kV ) and we put

a well -aloud Cu with probability at

least ¥dY
hey k=3 before

contraction

ltowtostoprecovsi-win.s.tw
,
between cols 2and3

•→÷
when we contract

a well -colonel Cy
becomes

a well -aloud Cz

easy to check
to- such a

1 2 3 cycle in
time OCV )

at G is d- degenerate



Dercmdomizatiostheorem5.3-letebcuuuou-ch.nl and let 6>-3 be fixed

checking for a Cu
in Gee can be done in

deterministic

time Olvlosv )

put ( simpler
• Replace the

random coloring by a list
doth" ↳ ✓ colony,

with the property
that every ordered sequence of k

vertices

Tik ,
_

- you C- V receives colors 1,2 - -
k clue)=i

in at least one of
the colonies, from the

list £

◦ If 6 has a Cu then at
least one of the colours from £

will color it, vertices consecutively 1,2 - - k
µ

☒→..
Ck in this colony

00
color I h let k

• Instead of guessing
the direction and index

of an edge e

in a Cu we try all
2d possibilities for e .

This give ②d)
ʰ
pooisibitie, to- the

k else , of a Ck

when A
'

redeems le -th- I -1 -
- -→ 2



Recall then d- only
keeps arcs of the

count

index i between
color 6-1 and

color k

and only arcs agreeing
with the

orientation of e

since we consider all possible choices for

É and the orientation
in each step of the

recursion
,
we will find at

least one Cu

if 6 has any


